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Abstract

In this deliverable, we report research updates for WP4, carried out within the first half of the
UTTER project. Our focus within this work package is on developing methods to better adapt
pretrained neural models to generation and translation tasks. Beyond developing and evaluating
better adaptation techniques, we put emphasis on contextualization methods to better tune and
personalise model outputs. Finally, we start exploring simultaneous translation aiming to focus
more on this task in the second half of the project. Overall, we have seen great advances in the
first half of the project and do not anticipate any noteworthy risk, expecting steady progress in the
second half of the project.
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1 Introduction

In WP4 we aim to focus on the development of accurate generation and translation models for
spoken and textual dialogue. We aim to do so by tuning the pretrained models developed in WP3
on the multilingual dialogue data created in WP2, developing:

• Dynamic adaptation and contextualization techniques, that boost performance on generation
and machine translation tasks.

• Controlled generation techniques to incorporate the speakers’ preferences (e.g. formality,
gender) and predictive models of speakers’ emotional state, towards more empathic conver-
sations.

• Cascaded and end-to-end approaches for translating spoken language, with a focus on data
and model efficiency, robustness, translation quality, and evaluation.

• New techniques for simultaneous translation.

Our work in the first half of the project led to a total of:

• Six co-organised shared tasks: (a) the WMT Chat Translation Shared Task in 2022; (b)
the WMT Quality Estimation Shared Tasks in 2022 and 2023; (c) the WMT Metrics Shared
Tasks in 2022 and 2023; and (d) the IWSTL Shared Task in 2023. We are also co-organising
three shared tasks in the upcoming year (WMT Chat Translation Shared Task 20241; Quality
Estimation Shared Task 2024; and the Metrics Shared Task 2024).

• 29 manuscripts of which:

– 1 journal paper (TACL)

– 23 in conferences (8 of them ranked A*, 4 ranked A): WMT 2022 (5 papers), EACL
2023 (3 papers), ICLR 2023 (1 paper), ACL 2023 (1 paper), IWSLT 2023 (1 pa-
per), EMNLP 2023 (4 papers), WMT 2023 (5 papers), EACL 2024 (1 paper), LREC-
COLING 2024 (1 paper)

– 5 arXiv pre-prints

• 15 repositories releasing code and data:

– https://github.com/Unbabel/COMET/
– https://github.com/Vicky-Wil/ReMaKE
– https://github.com/deep-spin/tower-eval
– https://github.com/deep-spin/tower-alignment
– https://github.com/deep-spin/efficient kNN MT
– https://github.com/deep-spin/translation-hypothesis-ensembling
– https://github.com/deep-spin/translation llm?
– https://github.com/CoderPat/MuDA
– https://github.com/Wafaa014/context-utilization
– https://github.com/su0315/discourse context mt

1 https://www2.statmt.org/wmt24/chat-task.html
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– https://github.com/Remorax/CCS-Pretraining-NMT
– github.com/johndmendonca/MAIA-DQE
– https://github.com/WMT-QE-Task/wmt-qe-2023-data
– https://github.com/WMT-QE-Task/wmt-qe-2022-data
– https://github.com/WMT-Chat-task/

2 Task 4.1: : Adaptable, multimodal generation and translation (IT*,
UEDIN, UVA, NAV)

Proposal highlights

In this task we focus on adaptation strategies for multiple generation tasks: machine translation
(MT), transcription, and summarization. The key proposal highlights are listed below.

• Dynamic adaptation techniques that combine in-context learning and adaptors as an altern-
ative to expensive fine-tuning.

• Investigating new adaptation techniques that can handle multiple modalities.

• Direct and cascaded approaches to speech translation, using large language models.

Summary of completed work

Since the kickoff of the UTTER project we have seen an unprecedented advancement of large lan-
guage models (LLMs) and related technologies (Min et al., 2023), which further emphasised the
importance of exploring novel adaptation methodologies for generation and translation. Hence a
significant amount of work in the first half of the project focused on adaptation methodologies that
allow better steering of large language models to translation or other downstream tasks, ranging
from prompting to instruction tuning approaches (see Section 2.1. In addition, striving for robust
and highly multilingual models, in Section 2.2 we describe works that propose adaptation meth-
odologies that focus on performance improvements for low-resource languages and multilingual
settings. Sections 2.3 and 2.4 describe works that focused on extending the capabilities of genera-
tion models, either by extending their knowledge beyond the training data via the proposal of novel
retrieval-augmented methodologies or trying to analyse and mitigate specific challenging phenom-
ena in MT. Finally, we report a set of works on tuning models for machine translation evaluation
in Section 2.5.

2.1 Steering Large Language Models

The works reported in this section focus on adaptation methods for LLMs, that target specific gen-
eration tasks, with emphasis on improving machine translation. Specifically, our work focused on
either (a) exploring different prompting and in-context learning scenarios to harness the capabilit-
ies of LLMs and improve performance for a given task without further tuning, and (b) investigation
and advancement of instruction-tuning methodologies to better adapt to MT tasks. The work in
§2.1.5 takes a step further, analysing the potential of ensembling methods for MT with LLMs,
comparing their impact when used in prompting, instruction-tuning as well as minimum Bayes
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risk (MBR) decoding (Eikema and Aziz, 2020). Finally, the survey presented in §2.1.6 paves the
path for future alignment-related methodologies to control LLM perfomance.

2.1.1 Terminology-Aware Translation with Constrained Decoding and Large Language
Model Prompting

Terminology correctness is important in the downstream application of machine translation, e.g.
“apple” should sometimes be translated as a fruit and sometimes as a named entity depending
on the context and user preference. Our research looked at two approaches to terminology-aware
translation—adapting machine translation models to produce desired terminology terms, which are
usually supplied by the user in the format of pairs of source and target words. Targeting traditional
neural machine training and decoding, we incorporated training data with pseudo-terminology
labels produced by word alignment tools, ran inference with real-time terminology labels, and also
experimented with negatively constrained decoding to “fix” output translations that do not obey
pre-defined terminology constraints. Moving to large language models, we investigate the idea
of feeding terminology constraints as natural texts via prompting, following previous works that
target a more general-purpose translation pipeline.

We participated in the 2023 shared task on terminology translation with our algorithms. Our
translation submissions are rated as high-quality and consistent in terminology injection (Semenov
et al., 2023).

A full description of this work can be found in our paper (Bogoychev and Chen, 2023).

2.1.2 Prompting large language model for machine translation: A case study

Large language models (LLMs) pretrained on massive unlabeled corpora have shown impressive
emergent abilities under model scaling which enable prompting for downstream applications (Brown
et al., 2020; Kaplan et al., 2020). Different from task-specific finetuning, prompting constructs
task-specific prompts by rephrasing test examples with descriptive task instructions and executes
the task by feeding prompts to LLMs directly. It can be further enhanced through in-context learn-
ing by providing a few labelled examples (or prompt examples) as a demonstration (Brown et al.,
2020). As a new paradigm, prompting LLMs has achieved state-of-the-art performance over a
range of natural language processing (NLP) tasks (Chung et al., 2022).

In this paper, we focus on prompting LLMs for machine translation (MT). MT represents a com-
plex task requiring transforming a source input into its semantically equivalent target output in
a different language, which combines sequence understanding and generation. It offers a unique
platform to assess the cross-lingual generation capability of LLMs, and the assessment may shed
light on pretraining/finetuning algorithm design for achieving universal LLMs (Chowdhery et al.,
2022). While a few studies have reported translation results (Brown et al., 2020; Chowdhery et al.,
2022), a systematic study on how prompting works for MT is still missing in the literature.

We aim at filling this gap by thoroughly examining different prompting setups using the recently
released GLM (Zeng et al., 2022), particularly concerning three aspects: the prompting strategy,
the use of unlabeled/monolingual data, and the feasibility of transfer learning. Prompting has
shown varying sensitivity to the choice of prompt templates and examples. For MT, prior studies
adopted different templates (Brown et al., 2020; Chowdhery et al., 2022), and we reevaluate them
to figure out the optimal one. We further design a set of features for prompt examples and ex-
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plore which one(s) could explain the prompting performance, according to which we develop the
example selection strategy.

Since leveraging monolingual data to improve MT has long been of interest, we would like to de-
termine whether and how such data can be used in prompt example construction. We make a step
in this direction by studying the effect of data augmentation using back-/forward-translation (Sen-
nrich et al., 2016a) via zero-shot prompting. In addition, neural MT and pretrained LLMs have
shown encouraging transfer abilities (Devlin et al., 2019) but transfer learning for prompting has
received little attention. Whether prompt examples are transferable across different settings, such
as from one domain/language pair to another and from sentence-level examples to document-level
translation, is yet to be addressed.

We address the above concerns with GLM as the testbed and conduct extensive experiments on
Flores and WMT evaluation sets. We mainly study translation for three languages: English, Ger-
man and Chinese. We also provide a quantitative and qualitative analysis to disclose problems
when prompting for MT, which might offer insights for future study. Our main findings are listed
as below:

• Prompting performance varies greatly across templates, and language-specific templates
mainly work when translating into languages LLMs are pretrained on. An English template
in a simple form works best for MT.

• Several features of prompt examples, such as sequence length, language model score, and
semantic similarity, correlate significantly with its prompting performance while the correla-
tion strength is weak in general. Selecting examples based on these features can outperform
the random strategy, but not consistently.

• Using monolingual examples for prompting hurts translation. By contrast, constructing
pseudo-parallel examples via back-/forward-translation is a good option. Back-translation
performs better and is more robust.

• Prompting shows some degree of transferability. Using demonstrations from other settings
can improve translation over the zero-shot counterpart, while the superiority of a demonstra-
tion in one setting can barely generalize to another.

• Prompting for MT still suffers from copying, mistranslation of entities, hallucination, in-
ferior direct non-English translation, and prompt trap where translating the prompt itself via
prompting becomes non-trivial.

A full description of this work can be found in our paper (Zhang et al., 2023).

2.1.3 Steering Large Language Models towards Translation

Large language models (LLMs) are a promising avenue for translation through in-context learning.
While this approach avoids supervision on parallel data, its effectiveness is example-dependent.
When parallel data is available, LLMs can be finetuned on translation instructions, outperform-
ing few-shot prompting and eliminating the need for in-context examples. However, traditional
finetuning incurs in a high training cost and it remains unclear whether finetuned LLMs still be-
nefit from desirable in-context learning properties, such as domain adaptation. In this work, we
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Figure 1: Results for zero-shot and five-shot translation by finetuning on translation instructions with
and without in-context examples.

examine the impact of finetuning and few-shot prompting to adapt LLMs for translation. We show
that LoRA achieves similar translation quality to full finetuning at a lower training cost, both out-
performing few-shot prompting. However, we also find that finetuning on translation instructions
degrades in-context learning capabilities. We address this issue by introducing in-context examples
during finetuning, recovering few-shot capabilities while maintaining the benefits of finetuning —
see Figure 1.

A full description of this work can be found in our paper (Alves et al., 2023).

2.1.4 TowerLLM

Many important tasks within multilingual NLP, such as quality estimation, automatic post-edition
or grammatical error correction, are relevant to translation workflows — we call these translation-
related tasks. While general-purpose large language models (LLMs) demonstrate proficiency on
multiple tasks within the domain of translation, approaches based on open LLMs are competitive
only when specializing on a single task. We developed an open LLM specialized for translation-
related tasks through a three-step process. First, we extend LLaMA-2’s multilingual capabilities
with continued pretraining on a highly multilingual corpus — see report D3.1 for further details.
Second, we create a dataset to specialize LLMs for translation-related tasks. Third, we perform
supervised finetuning to obtain an instruction-following model tailored for translation-oriented and
related multilingual and cross-lingual tasks.

We put together a dataset with relevant tasks to translation workflows, applied before or after
translation the translation step. In building this dataset, we prioritize data diversity, collecting re-
cords from existing datasets spanning various domains for each task, and reformulating them as
question-answer pairs using multiple manually curated templates. Additionally, we increase task
diversity with the inclusion of paraphrasing, dialogue data and coding instructions. We also focus
on data quality, constructing our question-answer pairs from human-annotated records and em-
ploying multiple quality filters. Our specialized model, TowerInstruct 13B consistently achieves
higher translation quality than other open alternatives and is competitive with the closed GPT-4
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and GPT-3.5-turbo models — see Table 1. Additionally, it outperforms open models on automatic
post-editing, grammatical error correction and named entity recognition — see Table 2.

Flores-200 WMT 23 TICO 19
Models en→xx xx→en en→xx xx→en en→xx

Closed
GPT-3.5-turbo 88.95 2 88.14 3 85.56 2 83.48 2 87.36 2
GPT-4 89.13 1 88.42 1 86.01 1 83.69 1 87.52 1

Open
NLLB 54B 86.79 4 87.95 3 78.60 7 79.06 6 87.05 2
LLaMA-2 70B 87.82 4 88.19 2 82.95 6 82.56 4 86.46 4
Mixtral-8x7B-Instruct 87.76 3 88.17 2 83.60 5 82.84 3 86.60 4
Alma-R 7B — — 83.40 5 82.39 4 —
Alma-R 13B — — 84.46 3 83.03 3 —

TowerInstruct 7B 88.51 3 88.27 2 84.28 3 82.77 4 87.01 3
TowerInstruct 13B 88.88 2 88.47 1 85.14 2 83.18 2 87.32 2

Table 1: Results for machine translation aggregated by language pair. Models with statistically sig-
nificant performance improvements are grouped in quality clusters. We highlight the best
ranked models in bold and underline the best ranked open models.

APE↑ GEC↓ NER↑
Models en→xx xx→en Multilingual Multilingual

Baseline (no edits) 76.80 79.99 16.66 —

Closed
GPT-3.5-turbo 81.47 4 78.68 5 15.06 2 50.22 4
GPT-4 85.20 1 84.30 1 15.08 2 59.88 3

Open
LLaMA-2 70B 78.34 5 81.03 4 21.74 5 44.62 5
Mixtral-8x7B-Instruct 82.64 3 82.81 2 17.10 4 41.77 6

TowerInstruct 7B 82.69 2 81.56 4 15.13 3 71.68 2
TowerInstruct 13B 83.31 2 82.26 2 15.68 2 74.70 1

Table 2: Results for translation-related tasks aggregated by language or language pair. Models with
statistically significant performance improvements are grouped in quality clusters. We high-
light the best ranked models in bold and underline the best ranked open models. Since GEC
is a held out task, we evaluate all models with 5 in-context examples.

A full description of this work can be found in our paper (Alves et al., 2024). The Tower models
are available in the Tower HuggingFace collection2.

2 https://huggingface.co/collections/Unbabel/tower-659eaedfe36e6dd29eb1805c
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2.1.5 Translation Hypothesis Ensembling with Large Language Models

Large language models (LLMs) are becoming a one-fits-many solution, but they sometimes hallu-
cinate or produce unreliable output (Guerreiro et al., 2023). In this paper, we focus on the specific
task of machine translation and investigate how hypothesis ensembling can improve the quality of
the generated text. We experiment with several techniques for ensembling hypotheses produced
by LLMs such as ChatGPT3, LLaMA (Touvron et al., 2023), and Alpaca (Taori et al., 2023),
providing a comprehensive study along multiple dimensions: the method to generate hypotheses
(multiple prompts, temperature-based sampling, and beam search) and the strategy to produce
the final translation (instruction-based, quality-based reranking, and minimum Bayes risk (MBR)
decoding).

Our main findings can be summarized as follows. First, we demonstrate that translation qual-
ity can be enhanced with a small number of samples (e.g., 20), especially when translating out
of English. Notably, this differs from the findings of previous research using task-specific NMT
models (Fernandes et al., 2022; Freitag et al., 2022a). Second, we discuss in which conditions
beam search remains a reliable baseline for single-hypothesis translation and how to ensemble
translations. Moreover, we find that there exists a significant gap in the quality of ensembles of
unbiased samples from LLaMA and Alpaca. We attribute this disparity to how instruction tun-
ing affects the relationship between the diversity of the hypotheses and the sampling temperature,
which ultimately impacts translation quality. Lastly, we show that hypothesis ensembling reduces
the number of generated hallucinations, thereby improving the model’s robustness to source per-
turbations. Ensembling predictions and increasing the model size narrows the quality gap between
open-source models and ChatGPT.

A full description of this work can be found in our paper (Farinhas et al., 2023).

2.1.6 Bridging the gap: A survey on integrating (human) feedback for natural language
generation

In this survey, we explore the role of human feedback in advancing and “aligning” natural language
generation (NLG) systems. We discuss problems with state-of-the-art language models, such as
generating toxic or inaccurate content, and how human feedback on their outputs might solve
these problems.

We specifically begin by providing a formalization of feedback, categorizing feedback types, dis-
cussing its formats and objectives, and finally, we outline direct and indirect methods for incorpor-
ating feedback into model training and improvement. We also discuss potential issues around the
collection of feedback. Finally, we also account for AI feedback, which leverages powerful LLMs
to minimize the need for human feedback. The main works covered can be seen in the taxonomy
diagram of Figure 2.

We also trace possible future directions in the field, and we summarize the main pathways below.

• Current models often underutilize more expressive forms of feedback like natural language,
favouring ranking-based or numerical feedback. Methods that manage to effectively explore
more expressive feedback would be an important path for future research.

3 https://chat.openai.com/

page 12 of 48



UTTER HORIZON-CL4-2021-HUMAN-01-13 D17

Figure 2: Taxonomy of methods that leverage human feedback, with some example representative
works.

• A trade-off exists between the effort spent creating datasets and the reliability of judgments.
Enlisting expert and diverse annotators can be beneficial and even crucial for high-stakes
applications.

• The value of leveraging feedback lies primarily in the feedback itself rather than the specific
method. While Reinforcement Learning from Human Feedback (RLHF) has been popu-
lar, other methods report notable improvements and might be simpler to apply (Gao et al.,
2023; Rafailov et al., 2024; Zhou et al., 2024a; Zhao et al., 2023). However, large-scale
comparative analysis remains necessary.

A full description of this work can be found in our paper (Fernandes et al., 2023a).

2.2 Adaptation to multilingual settings

When adapting neural and large language models to machine translation tasks, there is always a
risk of favouring specific high-resource languages to the detriment of low-resource and especially
non-English-centric ones. The works presented in this section analyse different aspects of this
phenomena and propose methodologies to improve generation performance in highly multilingual
settings.

2.2.1 When does monolingual data help multilingual translation: The role of domain
and model scale

Recent work (Siddhant et al., 2022; Bapna et al., 2022; NLLB team et al., 2022) has shown that
multilingual machine translation (MMT) using large amounts of parallel and monolingual data is
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an effective way of improving MT performance for low-resource language pairs. Typically the
monolingual data is incorporated using a combination of denoising autoencoding (DAE; Conneau
and Lample 2019; Liu et al. 2020), and with backtranslation (BT; Sennrich et al., 2016b). However
the literature is contradictory about the relative effectiveness of these techniques.

In this work, we note that previous work has differed in their training and test setups, and some
research has used relatively small-sized models with only a few languages. In carefully controlled
experiments, we use an MMT dataset with 100 translation directions, and 4 different test sets cov-
ering different domains. In addition, we experiment with model scale, ranging from 90M to 1.6B
parameters. We find that monolingual data generally helps MMT, but models are surprisingly
brittle to domain mismatches, especially at smaller model scales. BT is beneficial when the par-
allel, monolingual, and test data sources are similar but can be detrimental otherwise, while DAE
is less effective than previously reported. Examining the effect of scale, we find it is important for
both methods, particularly DAE. As scale increases, DAE transitions from underperforming the
parallel-only baseline at 90M to converging with BT performance at 1.6B, and even surpassing it
in low-resource.

A full description of this work can be found in our paper (Baziotis et al., 2023)

2.2.2 Question Translation Training for Better Multilingual Reasoning

Large language models have recently shown a strong ability to reason in English, but performance
in other languages, especially more distant languages, still trails far behind (Shi et al., 2022). It
is unsurprising, considering that their training data is predominantly composed of English text
and instructions (Blevins and Zettlemoyer, 2022). To elicit LLM’s multilingual performance, the
previous approach typically follows the translate-training paradigm (Chen et al., 2023), which first
translates English instruction data into non-English with a translation engine and then uses the
multilingual data for instruction-tuning.

However, the translate-training has the following drawbacks: (1) translating English training data
to numerous non-English languages incurs significant translation cost, especially considering the
constant addition of large and complex instruction tuning sets (Yuan et al., 2023). (2) Additionally,
it is hard for the translation engine to accurately translate lengthy, logical texts containing math-
ematical symbols in chain-of-thought responses, which can compromise the quality of translated
data. Consequently, we explore the following research question in this paper: Can we unlock the
LLM’s multilingual reasoning ability by teaching it to translate reasoning questions into English?

In this paper, we focus on the multilingual mathematical reasoning task and explore the benefits
of question alignment (QAlign), where we fine-tune the pre-trained LLM to translate reasoning
questions into English with X-English parallel question data. This targeted, in-domain language
alignment enables the subsequent effective utilization of English instruction data to unlock LLMs’
multilingual reasoning abilities. Following question alignment, we implement response alignment
by further fine-tuning the language-aligned LLM with cutting-edge English instruction data. Even
though we use English-only supervised data, our alignment-enhanced LLM can achieve superior
performance on non-English tasks with its transferable English expertise. Our method is illustrated
in Figure 3.

To demonstrate the advantages of question alignment, we conduct experiments on challenging
multilingual mathematical reasoning benchmarks, mGSM (Shi et al., 2022) and mSVAMP (Chen
et al., 2023). We use two of the most advanced open-source LLMs, LLaMA2-7B and LLaMA2-
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Training Stage I: Question Alignment Training Stage II: Response Alignment

[German Question] Randy hat 60 Mangobäume auf seiner Farm. Er 
hat auch 5 weniger als die Hälfte so viele Kokosnussbäume wie 
Mangobäume. Wie viele Bäume hat Randy insgesamt auf seiner Farm?

[Japanese Question] ランディーさんは農場にマンゴーの⽊を60本
持っています。また、彼はマンゴーの⽊の半分から5本少ないコ
コナッツの⽊を持っています。彼の農場には合計で何本の⽊があ
りますか？

[Chinese Question] 兰迪在他的农场上有60棵芒果树。他还有比芒
果树数量的⼀半少5棵椰⼦树。兰迪⼀共有多少棵树？

[English Question] Randy has 60 mango trees on his farm. He also 
has 5 less than half as many coconut trees as mango trees. How many 
trees does Randy have in all on his farm?

[Question] Randy has 60 mango trees on his farm. He also has 5 less 
than half as many coconut trees as mango trees. How many trees 
does Randy have in all on his farm?

[Response] Half of the number of Randy's mango trees is 
60/2 = <<60/2=30>>30 trees. So Randy has 30 - 5 = 
<<30-5=25>>25 coconut trees. Therefore, Randy has 60 + 25 
= <<60+25=85>>85 trees on his farm.

[Question] What is the total amount that James paid when he 
purchased 5 packs of beef, each weighing 4 pounds, at a price of $5.50 
per pound?

[Response] James buys 5 packs of beef that are 4 pounds 
each, so he buys a total of 5 * 4 = 20 pounds of beef. The price 
of beef is $5.50 per pound, so he pays 20 * $5.50 = $110. The 
answer is: 110.

tuning the base model  to translate non-English questions to Englishθ tuning stage I model  with cutting-edge English-only instruction dataϕ

arg min
θ ∑

l∈L

− log pθ(Ze |Zl) arg min
ϕ ∑

{X,Y}∈D

− log pϕ(Y |X)non-English Question Zl
English Question Ze

Question X
Response Y

Figure 3: Illustration of our devised two-step training framework. At training stage I, we use a set
of multilingual questions for translation training. At training stage II, we use cutting-edge
English-only supervised data for fine-tuning. Due to the established language alignment in
stage I, the LLM’s proficiency in English can be transferred to non-English tasks.

13B (Touvron et al., 2023), as base models. Experiment results show that the inclusion of the
question alignment stage brings an average improvement of up to 13.2% in multilingual perform-
ance. The performance improvement on low-recourse languages, e.g. Thai and Swahili, can be
30%-40%. Compared to the translate-training baseline, MathOctopus (Chen et al., 2023), which
tuned with a multilingual version of GSM8K dataset, our alignment-enhanced LLMs achieves av-
erage performance improvement of 9.6% (7B) and 11.3% (13B) on mGSM. On the out-of-domain
test set mSVAMP, our fine-tuned LLMs achieve 13.1% (7B) and 16.1% (13B) average accuracy
improvement, also demonstrating our approach is robust to domain shift. In general, we observe
that incorporating translated instruction data does benefit multilingual performance, but our ques-
tion alignment strategy provides a more efficient and effective choice. In our analysis, we also
present the effects of other implementations for performing language alignment and illustrate the
importance of choosing the appropriate translation direction and domain during this phase of train-
ing.

The main contributions of this paper can be summarized as:

• We present a novel X-English question alignment finetuning step which performs targeted
language alignment for the best use of the LLMs English reasoning abilities.

• We fine-tune open-source LLMs, LLaMA2-7B/13B, into strong multilingual reasoners, which
beat the translate-training baseline by 9.6% (7B) and 11.3% (13B) on mGSM, by 13.1% (7B)
and 16.1% (13B) on mSVAMP.

• We explore language alignment with other language directions (English-X), and types and
domains of data, e.g. CoT responses and FLORES, and confirm our intuition that in fact
X-English questions perform best.

A full description of this work can be found in our paper (Zhu et al., 2024).
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Figure 4: Italian translations of a sentence from the DiBiMT disambiguation benchmark (Campolungo
et al., 2022) by: a) our main baseline, Aligned Augmentation (AA, Pan et al., 2021), and b)
our approach, WSP-NMT. AA mistranslates the ambiguous word edge as margine (border,
rim). Due to ‘sense-pivoted pretraining’, WSP-NMT correctly translates it as vantaggio
(advantage).

2.2.3 Code-Switching with Word Senses for Pretraining in Neural Machine Translation

Lexical ambiguity is a long-standing challenge in Machine Translation due to polysemy being one
of the most commonly occurring phenomena in natural language. Indeed, thanks to a plethora of
context-dependent ambiguities (e.g. the word run could mean run a marathon, run a mill, run
for elections etc.), words can convey very distant meanings, which may be translated with entirely
different words in the target language. To deal with this challenge, traditional Statistical Machine
Translation approaches tried to incorporate Word Sense Disambiguation (WSD) systems in MT
with mostly positive results (Carpuat and Wu, 2007). These were followed by similar efforts to
plug sense information in NMT frameworks (Liu et al., 2018). But, since the introduction of the
Transformer, the task of disambiguation has largely been left to the attention mechanism.

In the last three years, though, many works have challenged the ability of modern-day NMT sys-
tems to accurately translate highly polysemous and/or rare word senses (Emelin et al., 2020).
A likely explanation is that these models capture inherent data biases during pretraining. This
particularly holds for the pretraining paradigm of denoising code-switched text4 — most notably,
Aligned Augmentation (AA, Pan et al., 2021), where, during the pretraining phase, input sentences
are noised by substituting words with their translations from multilingual lexicons, and NMT mod-
els are then tasked to reconstruct (or ‘denoise’) these sentences. AA and subsequent works (Iyer
et al., 2023c) show the benefits of code-switched pretraining for high- and low-resource, supervised
and unsupervised translation tasks. Despite their success, a major limitation of these substitution
mechanisms is that they are unable to handle lexical ambiguity adequately, given their usage of
‘sense-agnostic’ translation lexicons. In fact, in most of these works, substitutions for polysemes
are chosen randomly, regardless of context (Pan et al., 2021).

In an effort to introduce knowledge grounding at the word sense level during pretraining and po-
tentially minimise data errors, enhance convergence, and improve performance, we propose the
notion of ‘sense-pivoted pretraining’ – to move code-switched pretraining from the word level to
the sense level. Specifically, we propose an approach called Word Sense Pretraining for Neural
Machine Translation (WSP-NMT) which first disambiguates word senses in the input sentence,
and then code-switches with sense translations for denoising-based pretraining. Figure 4 provides
an intuition of how integrating disambiguation in pretraining helps our model handle ambiguous
words better, avoiding defaulting to more frequent senses, and reducing errors in translation.

Indeed, our experiments on using WSP-NMT yield significant gains in multilingual NMT – about
+1.2 spBLEU and +0.02 COMET22 points over comparable AA baselines in high-resourced
setups. Among other interesting performance trends, we observe that our margin of improve-

4 In this work, we refer to this family of approaches as ‘code-switched pretraining’ for brevity
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ment increases substantially as we move towards low-resource (+3 to +4 spBLEU) and medium-
resource (+5 spBLEU) settings. Lastly, for more fine-grained evaluation, we also compare our
models on the DiBiMT disambiguation benchmark (Campolungo et al., 2022) for Italian and Span-
ish, and note accuracy improvements of up to 15% in the challenging task of verb disambiguation.

Our key novel contributions are, thus, as follows:

1. We show how incorporating WSD in NMT pretraining can outperform the widely used
paradigm of lexicon-based code-switching.

2. We demonstrate how reliable structured knowledge can be incorporated into the multilingual
pretraining of NMT models, leading to error reduction and improved performance.

3. We evaluate the robustness of WSP-NMT to scale to various challenging data and resource-
constrained scenarios in NMT and point out its efficacy in low-resource and zero-shot trans-
lation tasks.

4. Finally, we evaluate the disambiguation capabilities of our models on the DiBiMT bench-
mark and contribute a fine-grained understanding of the scenarios where WSP-NMT helps
resolve lexical ambiguity in translation.

A full description of this work can be found in our paper (Iyer et al., 2023a).

2.2.4 Is Modularity Transferable? A Case Study through the Lens of Knowledge Distil-
lation

The rise of Modular Deep Learning (Pfeiffer et al., 2023) showcases its potential in various Nat-
ural Language Processing applications. The use cases start with parameter-efficient fine-tuning
(PEFT) methods through multi-task transfer learning up to the cross-lingual and cross-task adapt-
ation of Pre-trained Language Models (PLMs). However, the current modularity is attached to its
base model, that is, model-specific modularity. We ask whether current modular approaches are
transferable between models and whether we can transfer the modules from more robust and larger
PLMs to smaller ones. In this work, we aim to fill this gap via a lens of Knowledge Distillation
(Hinton et al., 2015), showing an extremely straightforward approach to transferring pre-trained,
task-specific PEFT modules between same-family PLMs. Moreover, we propose a method that
allows the transfer of modules between incompatible PLMs without any change in the inference
complexity. The experiments on Named Entity Recognition, Natural Language Inference, and
Paraphrase Identification tasks over multiple languages and PEFT methods showcase the initial
potential of transferable modularity.

A full description of this work can be found in our paper (Klimaszewski et al., 2024).

2.3 Retrieval augmented generation

While effective in many contexts, traditional generation methods often struggle with generating
content that requires factual accuracy or specific knowledge that goes beyond their training data.
Retrieval augmented generation(RAG) techniques, focus on dynamically incorporating external
information during generation in order to overcome these challenges. In the following two works,
we propose retrieval-augmented methods and demonstrate how they can be integrated with large
language models to demonstrably improve generation performance across tasks and metrics.

page 17 of 48



UTTER HORIZON-CL4-2021-HUMAN-01-13 D17

2.3.1 Retrieval-augmented multilingual knowledge editing

Large Language Models (LLMs) are being used as sources of factual knowledge for search engines
and other downstream tasks. Despite their considerable progress, knowledge generated by LLMs
can be incorrect or become obsolete in a changing world. Pre-training from scratch or fine-tuning
LLMs to adapt them to new knowledge is computationally expensive and not guaranteed to work.
Knowledge editing (KE) methods (Zhu et al., 2020; Cao et al., 2021) have been proposed as effect-
ive and economic alternatives to fine-tuning when specific factual knowledge needs to be added
or updated. KE involves either updating the parameters of a model (Dai et al., 2022a; Mitchell
et al., 2022a; Meng et al., 2022, 2023; Dai et al., 2022b) or adding extra components to an LLM
(Mitchell et al., 2022b; Zheng et al., 2023). For example, KE can be used to correct the answer
to this question “Who is the foreign secretary of the UK?” from “James Cleverly” (true until mid
November 2023) to “David Cameron”, who has recently been appointed to the post.

Despite significant interest in this problem, current research on KE predominantly concentrates
on a monolingual setting, where both the injected knowledge and the subsequent queries to the
LLM are in English (Mitchell et al., 2022a; Meng et al., 2022, 2023; Mitchell et al., 2022b; Zheng
et al., 2023). Companies serving a multilingual customer base need to consider the multilingual
KE case, where KE is done in one language and this propagates to queries and answers in all other
languages. While Wang et al. (2023a) explored the cross-lingual applicability of knowledge editing
to the English-Chinese cross-lingual scenario, their primary focus was to highlight the challenges
rather than develop a functional KE approach in a multilingual setting.

Figure 5: ReMaKE attaches in-context knowledge to an LLM prompt when it is retrieved (red example
where the edited knowledge is in English and a user query is in Spanish) from a customer-
defined multilingual knowledge base. When no edited knowledge is retrieved (green ex-
ample) the prompt is passed to the LLM unchanged.

Drawing inspiration from in-context learning (ICL), in-context knowledge editing (IKE) uses
prompts to edit factual knowledge. It is noted that IKE is so far the only method demonstrating
positive results in the cross-lingual KE task setting (Wang et al., 2023a). However, IKE requires
explicit provision of new knowledge every time an LLM is used, confining its practicality and
scalability in real-world applications. In addition, IKE suffers when irrelevant facts are included
in the prompt (Wang et al., 2023c) especially in scenarios where a substantial number of facts are
being edited.
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In this paper, we propose Retrieval-Augmented Multilingual Knowledge Editor (ReMaKE)
that integrates multilingual retrieval from a knowledge base with in-context learning. ReMaKE
concatenates the retrieved knowledge from an external database with a user query to create the
prompt. The proposed multilingual retriever grounds the ReMaKE to the retrieved accurate and
up-to-date information highly relevant to user queries, therefore effectively mitigating the contex-
tual interference due to irrelevant context. In this way, the generated prompts are able to guide the
LLMs in producing accurate responses associated with the injected knowledge. ReMaKE lever-
ages a knowledge base’s ability to scale to further enhance IKE’s knowledge editing performance
in real-world application scenarios where large volumes of edits are in scope. Figure 5 shows the
architecture of the proposed retrieval-augmented multilingual knowledge editor. Our main contri-
butions are listed below:

• Multilingual knowledge editing: ReMaKE extends the scope of knowledge editing prac-
tices across language boundaries. Given that the multilingual knowledge base and multilin-
gual retriever operate independently to a specific LLM, ReMaKE is a plug-and-play tool
applicable to any LLM. It is scalable, capable of editing a large number of knowledge.
Experiments show ReMaKE outperforms baseline methods by a significant margin in the
average accuracy score (up to +40.53%).

• Multilingual editing dataset: We build a machine-translated multilingual knowledge edit-
ing dataset (MzsRE) in 12 languages: English, Czech, German, Dutch, Spanish, French,
Portuguese, Russian, Thai, Turkish, Vietnamese, and Chinese using the zsRE testset (Levy
et al., 2017). The dataset will be made available to the community.

A full description of this work can be found in our paper (Wang et al., 2023b).

2.3.2 Empirical Assessment of kNN-MT for Real-World Translation Scenarios

The remarkable advances in neural models have brought significant progress in the field of machine
translation (Sutskever et al., 2014; Bahdanau et al., 2015; Vaswani et al., 2017). However, current
systems rely heavily on a fully-parametric approach, where the entire training data is compressed
into the model parameters. This can lead to inadequate translations when encountering rare words
or sentences outside of the initial training domain (Koehn and Knowles, 2017), requiring several
stages of fine-tuning to adapt to data drift or to new domains.

By combining the advantages of parametric models with non-parametric databases built from par-
allel sentences, retrieval-augmented models showed to be a promising solution, particularly in
domain adaptation scenarios (Gu et al., 2018; Zhang et al., 2018; Bapna and Firat, 2019; Meng
et al., 2021; Zheng et al., 2021; Jiang et al., 2021; Martins et al., 2022a,b).

One notable example is the k-Nearest Neighbor Machine Translation model (kNN-MT) (Khan-
delwal et al., 2021), known for its simplicity and very promising results. The model first creates
a token-level datastore using parallel sentences, and then it retrieves similar examples from the
database during inference, enhancing the generation process via interpolation of probability distri-
butions.

However, despite its potential, the kNN-MT model has yet to be tested in real-world scenarios.
Previous studies have primarily focused on evaluating it using only the Bleu metric, which cor-
relates poorly with human judgments. In order to gain a deeper understanding of when and how
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kNN-MT can be effective, we conduct a thorough analysis on various datasets which comprise 4
different language pairs and 3 different domains, using Bleu (Papineni et al., 2002; Post, 2018),
Comet (Rei et al., 2020), and Multidimensional Quality Metrics (MQM) – quality assessments ob-
tained from the identification of error spans in translation outputs by experts (Lommel et al., 2014;
Freitag et al., 2021). Additionally, we assess the impact of datastore size on translation quality and
determine the necessary number of entries for configuring the datastore index.

En-De (2) En-Fr En-Ko
Minor Major Critical MQM Minor Major Critical MQM Minor Major Critical MQM

Base Model 1301 896 439 61.24 499 237 266 88.42 713 185 28 75.23
kNN-MT 928 417 75 86.22 335 116 137 93.77 527 95 6 85.72
Fine-tuned 982 471 72 85.03 377 131 3 97.14 513 101 3 85.56
Fine-tuned + kNN-MT 800 391 62 88.03 363 118 5 96.87 466 99 5 85.97

Table 3: Error severity counts and MQM scores.

Figure 6: Error typology and severity level breakdown for the En-De (2) test set.

Our results demonstrate that kNN-MT significantly enhances the pretrained model’s performance
across all tested datasets, showcasing increased BLEU and COMET scores. While kNN-MT did
not outperform full or adapter-based fine-tuning according to automatic metrics, the MQM eval-
uations, shown in Table 3 and Figure 6, provide a different perspective, indicating that kNN-MT
slightly surpasses fine-tuning in two out of three datasets. Moreover, our findings reveal that larger
datastores improve translation quality and that even with a limited amount of data, it is possible to
create an effective datastore and index for kNN-MT.
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A full description of this work can be found in our paper (Martins et al., 2023).

2.4 Analysis and improvement of neural translation capabilities

The works in this section focus on specific intricacies of machine translation that can affect per-
formance and robustness. Namely, §2.4.1 employs two cheating methodologies to detect and ana-
lyse the characteristics of hard problems. §2.4.2 on the other hand targets semantic ambiguity
mitigation with LLMs and proposes methods and datasets to advance this topic further.

2.4.1 Cheating to Identify Hard Problems for Neural Machine Translation

We identify hard problems for neural machine translation models by analyzing progressively
higher-scoring translations generated by letting models cheat to various degrees. If a system cheats
and still gets something wrong, that suggests it is a hard problem. We experiment with two forms
of cheating: providing the model with a compressed representation of the target as an additional
input, and fine-tuning on the test set. Contrary to popular belief, we find that the most frequent
tokens are not necessarily the most accurately translated due to these often being function words
and punctuation that can be used more flexibly in translation, or content words which can eas-
ily be paraphrased. We systematically analyze system outputs to identify categories of tokens
which are particularly hard for the model to translate and find that this includes certain types of
named entities, subordinating conjunctions, and unknown and foreign words. We also encounter
a phenomenon where words, often names, which were not infrequent in the training data are still
repeatedly mistranslated by the models — we dub this the Fleetwood Mac problem.

A full description of this work can be found in our paper (Pal and Heafield, 2023).

2.4.2 Towards Effective Disambiguation for Machine Translation with Large Language
Models

Resolving semantic ambiguity has long been recognised as a central challenge in the field of ma-
chine translation. Recent work on benchmarking translation performance on ambiguous sentences
has exposed the limitations of conventional Neural Machine Translation (NMT) systems, which
fail to handle many of these cases. Large language models (LLMs) have emerged as a promising
alternative, demonstrating comparable performance to traditional NMT models while introducing
new paradigms for controlling the target outputs. In this paper, we study the capabilities of LLMs
to translate ambiguous sentences containing polysemous words and rare word senses. We also
propose two ways to improve the handling of such ambiguity through in-context learning and fine-
tuning on carefully curated ambiguous datasets. Experiments show that our methods can match or
outperform state-of-the-art systems such as DeepL and NLLB in four out of five language direc-
tions. Our research provides valuable insights into effectively adapting LLMs for disambiguation
during machine translation.

A full description of this work can be found in our paper (Iyer et al., 2023b).
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2.5 Quality Evaluation for Machine Translation

In this section, we report works that focus on evaluating the performance of models tuned for
machine translation. We report works that adapt neural network architectures or LLMs to predict
MT quality and detect errors at different levels of granularity. Additionally, we describe two core
shared tasks in this domain (WMT Metrics 5 and WMT Quality Estimation 6 shared tasks) for which
UTTER partners are actively involved in the co-organisation.

2.5.1 The devil is in the errors: Leveraging large language models for fine-grained
machine translation evaluation

In this work, we explore the advancement of automatic evaluation in machine translation (MT)
focusing on the potential for fine-grained error annotations. We propose AUTOMQM, a novel
technique that uses the reasoning capabilities of large language models (LLMs) to identify and
categorize errors in translations. We thus address the limitations of traditional metrics which have
focused on producing a single quality score, lacking the depth provided by more detailed schemes
like the Multidimensional Quality Metrics (MQM) that allow humans to annotate individual er-
rors. AUTOMQM fills this gap by prompting LLMs, such as PaLM and PaLM-2, to not only
predict scores but to also pinpoint and classify translation errors, thus offering both a quantitative
evaluation and qualitative insights.

Our approach evaluates the potential of LLMs in score prediction through prompting and examines
the impact of labelled data via in-context learning and fine-tuning. AUTOMQM’s introduction
allows us to leverage the MQM framework to produce scores based on identified errors, providing
a level of interpretability previously unavailable. This approach results in significant performance
improvements, especially with larger models, and offers interpretability by aligning error spans
with human annotations.

Our main contributions are summarised as:

• AUTOMQM enables LLMs to effectively identify and categorize translation errors, offering
a substantial improvement over mere score prediction methods.

• Fine-tuning LLMs with human judgment data significantly enhances their performance in
evaluating translations, particularly at the segment level.

• AUTOMQM allows LLMs to generate rich, MQM-like annotations, outperforming score
prediction approaches in segment-level evaluation.

• Annotations predicted by LLMs through AUTOMQM accurately identify a considerable
portion of words involved in major errors, providing valuable feedback for MT system im-
provements.

Our work demonstrates the value of employing LLMs not just for producing quality scores but for
providing detailed feedback on translations, thereby advancing the evaluation of MT systems. By
integrating AUTOMQM into the evaluation process, we pave the way for a deeper understanding
and enhancement of machine-generated translations, highlighting the importance of fine-grained
analysis in the progress of MT evaluation.
5 https://www2.statmt.org/wmt24/metrics-task.html
6 https://www2.statmt.org/wmt24/qe-task.html
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Figure 7: Illustration of the AUTOMQM process, showcasing how LLMs are prompted to assess the
quality of a translation by identifying and classifying errors, and using the MQM framework
to produce a score.

More details about our work can be found in our EMNLP 2023 paper (Fernandes et al., 2022).

2.6 CometKiwi: IST-Unbabel 2022 Submission for the Quality Estimation Shared Task

In our efforts for the WMT 2022 Shared Task on Quality Estimation, we introduced CometKiwi, a
novel framework that combines the predictive capabilities of COMET with the estimator architec-
ture of OpenKiwi. This fusion aims to enhance quality estimation by integrating word-level tagging
and explanation extraction, informed by pretraining on Direct Assessments and fine-tuning with
both sentence-level and word-level shared task data.

Our approach begins with pretraining on a large corpus assembled from previous WMT-Metrics
shared tasks, followed by fine-tuning on the WMT-QE 2022 data. This process is designed to equip
CometKiwi with the ability to generalize across multiple languages and adapt to new ones through
few-shot training.

The overall architecture of our models is shown in Figure 8. The machine translated sentence
t = ⟨t1, ..., tn⟩ and its source sentence counterpart s = ⟨s1, ..., sm⟩ are concatenated and passed as
input to the encoder, which produces d-dimensional hidden state vectors H0, ...,HL for each layer
0 ≤ ℓ ≤ L, where Hi ∈ R

(n+m)×d, where ℓ = 0 corresponds to the embedding layer. Next, all hidden
states are fed to a scalar mix module (Peters et al., 2018) that learns a weighted sum of the hidden
states of each layer of the encoder, producing a new sequence of aggregated hidden states, Hmix.

For sentence-level models, the hidden state of the first token (<cls>) is used as sentence repres-
entation Hmix,0 ∈ R

d, which, in turn, is passed to a 2-layered feed-forward module in order to get
a sentence score prediction ŷ ∈ R. For word-level models, we first retrieve the hidden state vec-
tors associated with the first word piece of each machine-translated token and then pass them to a
linear projection to get word-level predictions ŷi ∈ {ok, bad}, ∀1≤i≤n. Moreover, attention matrices
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[cls] target [sep] source [eos]

Pre-trained Encoder

Layer Pooling

[cls]
First Piece

Select.

Feed Forward Feed Forward

Sentence score
ŷ ∈ R

Word labels
ŷi ∈ {ok, bad}

Figure 8: General architecture of CometKiwi for sentence-level (left part) and word-level QE (right part).

A1,1, ...,AL,H for all layers and heads are also recovered as a by-product of the forward propaga-
tion.

Our key contributions are as follows:

• The creation of CometKiwi, which marries the strengths of COMET’s training features with
OpenKiwi’s architecture, adding word-level sequence tagging for enhanced QE.

• Validation of pretraining importance on annotations from metrics shared tasks for improving
downstream task performance.

• Improvement in quality estimation for language pairs new to the training data, demonstrating
the effectiveness of our methodology in multilingual settings, even in zero-shot conditions.

• The proposal of a novel interpretability method that leverages attention and gradient inform-
ation for better explanation extraction.

A full description of this work can be found in our paper (Rei et al., 2022b)

2.6.1 COMET-22: Unbabel-IST 2022 Submission for the Metrics Shared Task.

This work presents collaborative participation in the WMT 2022 Metrics Shared Task. We in-
troduce COMET-22, an ensemble approach that incorporates both sentence-level scoring and fine-
grained error detection through word-level tagging, leveraging advancements in COMET estimator
models and Multidimensional Quality Metrics (MQM).

Our research advances metric development for machine translation evaluation by:

• Proposing a multitask model architecture that enhances the utilization of MQM data for
both sentence-level scoring and word-level tagging, applicable with and without reference
translations.

• Demonstrating the effectiveness of model ensembling from varied annotations in achiev-
ing higher correlations with human judgments and improved robustness against translation
errors.
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• Validating the increasing competitiveness of reference-free evaluation methods against tra-
ditional reference-based evaluations.

Our findings underscore significant improvements over previous state-of-the-art metrics in terms of
correlation with MQM annotations and the ability to detect critical errors. Notably, our approach
shows enhanced performance in identifying and penalizing deviations in named entities, numbers,
and overall meaning.

COMET-22 represents a significant step forward in the development of metrics for machine transla-
tion evaluation. By effectively integrating sentence-level scores with word-level tags and utilizing
MQM data, our submissions not only show improved correlations with human judgments but also a
heightened sensitivity to critical translation errors. Our work paves the way for further innovations
in the field of machine translation metrics.

A full description of this work can be found in our paper (Rei et al., 2022a).

2.6.2 Scaling up CometKiwi: Unbabel-IST 2023 Submission for the Quality Estimation
Shared Task.

This work extends the CometKiwi model, employing a large-scale dataset to fine-tune our mod-
els for enhanced performance across sentence and word-level quality prediction, as well as fine-
grained error-span detection tasks.

We use the 2017 to 2019 data from the WMT shared tasks, annotated with direct assessments, to
construct generic models for quality estimation, which are then fine-tuned for specific tasks. After
having obtained the generic models, we will train models for each separate stream of the shared
task, i.e., sentence-level, word-level or error span prediction. To do so, we consider the multi-task
optimization from wherein sentence scores can be used alongside supervision from word-level
tags.

While we also use InfoXLM L 7 as in Rei et al. (2022a), we scale up our multilingual encoders,
using also XLM-R XL 8, and XLM-R XXL 9. As the scaling-up resulted in improved performance
across tasks, we publicly release two of our best models for research purposes (COMETKIWI-
XL 10, and-XXL11). To the best of our knowledge, these are the largest open-source QE models
publicly released.

Our overall contributions are manifold:

1. We introduced a series of novel approaches for multilingual quality estimation, demonstrat-
ing the top-ranked performance across all tasks.

2. We explore different approaches to predict the span of erroneous translations along with their
error severities (three-way classification: OK, MINOR, MAJOR);

3. We have made two of our large, top-performing models publicly available, encouraging
further research and development in the field.

7 https://huggingface.co/microsoft/infoxlm-large
8 https://huggingface.co/facebook/xlm-roberta-xl
9 https://huggingface.co/facebook/xlm-roberta-xxl
10https://huggingface.co/Unbabel/wmt23-cometkiwi-da-xl
11https://huggingface.co/Unbabel/wmt23-cometkiwi-da-xxl
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A full description of this work can be found in our paper (Rei et al., 2023).

2.6.3 Quality Estimation Shared Tasks

A significant contribution to the advancement of the field in the evaluation of the machine trans-
lation models comes via the organisation of the WMT Quality Estimation shared tasks, which
contribute significant annotated data, and motivate the development of novel models and method-
ologies. We have been co-organising the tasks, both contributing data annotations (Unbabel) and
being involved in the task design, planning and implementation.

In recent editions, we have been continuously introducing new language pairs, emphasising both
UTTER languages (German, Portuguese, and this year, Spanish) as well as lower resource lan-
guages that test the robustness of submitted models. Additionally, we incorporated quality annota-
tions with Multidimensional Quality Metrics (MQM) for sentence- and word-level quality scores,
lately targeting more fine-grained quality estimation. We are also encouraging multilingual and
zero-shot approaches, to further explore the capabilities of LLMs in the field.

For more information, we direct the readers to the WMT Quality Estimation Findings papers for
2022 and 2023 respectively (Zerva et al. (2022); Blain et al. (2023)).

2.6.4 Metrics Shared Tasks

Similar to the quality estimation shared tasks reported in the previous section, the Metrics shared
task covers a key aspect of MT evaluation, focusing not only on segment-level evaluation but
also on comparing and evaluating MT models on the system level. The task invites participants
to submit neural or traditional metrics that evaluate translation instances and systems in multi-
lingual, multi-domain settings. Employing a continuously updated, multi-dimensional analysis of
the results we are able to compare and evaluate available metrics and draw conclusions on their
performance (e.g. emphasising the performance superiority of neural metrics in recent years).
Besides the main evaluation, submitted metrics are stress-tested against a set of challenge sets
(also submitted by participants) to assess their robustness. In the latest edition, we have seen the
proposal of new evaluation metrics and models that better align with human judgment, reflecting
a deeper understanding of language intricacies. These advancements underscore the community’s
ongoing commitment to enhancing the accuracy, reliability, and interpretability of MT systems.

For more information, we direct the readers to the WMT Metrics Findings papers for 2022 and
2023 respectively (Freitag et al. (2022b, 2023)).

Plans for future work

This task holds increased importance for UTTER’s goals and we expect to continue working on it in
the second half of the project as originally planned. We will specifically focus more on adaptation
for large language models and instruction-tuning as well as alignment methods for multilingual
tasks.
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3 Task T4.2: Contextualisation and emotion tracking (IT*, UEDIN, UVA,
UNB)

Proposal highlights

The goal of this task is to develop language systems for conversational data that exploit the context
of the conversation, such as the previous utterances (dialogue context), meta-information about the
speaker, and the emotional state of the speaker. The key highlights from the proposal are listed
below.

• Proposal of refined archetypal emotions for conversational emotion recognition that con-
siders both speech and text signals, as well as conversation history.

• Investigation of new methods for flexible and efficient ways to encode context.

• New evaluation methods for context usage and impact on translation quality.

Summary of completed work

This is a key task for the conversational agents developed within UTTER. This first half of the pro-
posal has seen advancements across all three key areas described above, with increased emphasis
on analysing the impact of context usage on translation quality, and the development of novel
context-aware methods. The latter dimension is increasingly important with the development of
large language models that can receive extended text as input, for which however we still have
limited knowledge regarding its impact on generation quality and consistency.

3.1 Context for speech-to-text translation

In this section, we report work that explores whether direct speech-to-text models can benefit
from additional context contained in audio signals, such as prosody, compared to using cascade
approaches.

3.1.1 Prosody in Cascade and Direct Speech-to-Text Translation: a case study on
Korean Wh-Phrases

In speech translation (ST), a direct model translates from the source audio to the target text without
using an intermediate discrete representation. This is in contrast to a cascade system which typ-
ically involves coupling an ASR (automatic speech recognition) model with a text-to-text MT
(machine translation) model. One of the advantages claimed for direct models is that the transla-
tion model has access to the full audio signal, as opposed to the direct system where the audio is
discarded before translating. In this work, we wanted to test whether direct models could actually
exploit this access to the audio signal.

Our study focused on Korean wh-phrases, for which prosodic features are necessary to produce
the correct translation. In these constructions, written Korean may not distinguish between state-
ments, yes/no questions, wh-questions or other possibilities. Using a test set containing ambiguous
Korean wh-phrases, we compared the performance of strong direct and cascade ST systems using
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contrastive evaluation on the English references. We were able to show that the direct system was
indeed able to exploit the prosody of the source, showing a 12.9% improvement in overall accur-
acy in the ambiguous cases. However, the accuracy still remains low in absolute terms, showing
that this is a difficult problem for ST systems. To our knowledge, this is the first study to provide
quantitative evidence that direct ST models can effectively leverage prosody.

A full description of this work can be found in our paper (Zhou et al., 2024b).

3.2 Context-aware machine translation

This strand of work focuses on improving MT with respect to the better use of context around
a source sentence that is to be translated, thus aiming to obtain improved translations that better
fit the domain and intended meaning in the original text. This is particularly relevant for the
translation of long documents and dialogue data. In particular, within the context of UTTER,
this strand of work relates to the improvement of models used for both of our intended use cases,
namely the customer-support assistant (WP 7.1) and the meeting assistant (WP 7.2), since they
both involve potentially long conversation and dependencies. Hence work in this section focuses
on (a) the evaluation of existing models with respect to the use of context and robustness to different
discourse phenomena, (b) the improvement of annotation and evaluation methodology that could
better incorporate context and (c) the improvement of MT models so that they can better account
for context during translation.

3.2.1 When Does Translation Require Context?

In this work, we expanded previous findings in the area of context-aware machine translation (MT)
Fernandes et al. (2021), focusing on a comprehensive analysis of discourse, driven by the hypo-
thesis that a deeper understanding and integration of discourse phenomena can markedly improve
the quality of translations.

We propose the Multilingual Discourse-Aware (MUDA) benchmark, a framework equipped with
taggers to identify and evaluate model performance on various discourse phenomena across data-
sets. Our approach leverages the Pointwise Cross-Mutual Information (P-CXMI) metric, designed
to pinpoint translations that benefit from contextual information. This metric enables us to system-
atically explore and validate the complexity of well-known phenomena while also identifying new
challenges, such as the consistency of verb forms.

Our main contributions are summarised below:

• We introduce the Multilingual Discourse-Aware (MUDA) benchmark, an innovative frame-
work designed to identify and evaluate the performance of MT models on various discourse
phenomena across datasets. We present the distribution of annotated MuDA tags on TED
test data in Figure 9.

• The P-CXMI metric is proposed to systematically identify instances where translation bene-
fits from contextual information, leading to a data-driven exploration of discourse phenom-
ena across 14 language pairs (see also Figure 9).

• A thorough analysis highlights the limited improvements offered by current context-aware
MT models over context-agnostic models, suggesting areas for future enhancement. Our
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Figure 9: Distribution of MuDA tags per language pair on TED test data.

benchmarks demonstrate DeepL’s superior performance in handling discourse phenomena
compared to both its sentence-level ablation and Google Translate.

A full description of this work can be found in our ACL paper by Fernandes et al. (2023b), which
was also awarded the best resource paper award.

3.2.2 Measuring Context Utilization in Document-Level MT Systems

In this work, we adopt an interpretable approach to context utilization evaluation. We evaluate
models based on the ability to use the correct context, and not only the ability to generate a correct
translation without necessarily utilizing the context.

Our contributions are the following:

• We perform a perturbation-based analysis on document-level models and find that single-
encoder concatenation models are able to make use of the correct context vs. a random
context.

• We propose the use of attribution scores of supporting context to evaluate correct con-
text utilization. Analyzing the pronoun resolution phenomenon as a case study, we find
that sentence-level models and single-encoder context-aware models are better than multi-
encoder models in terms of the amount of attribution pronoun’s antecedents have to gener-
ating the pronoun.

• We propose the use of automatically annotated supporting context as an alternative to human-
annotated context for attribution evaluation. We show that, despite noise in automatic an-
notation, results are consistent with human-annotated context, paving the way towards effi-
cient use of linguistic expertise in document-level translation evaluation.

• We highlight the importance of using a discourse rich dataset when evaluating the ability of
models to handle context-dependent discourse phenomena.
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A full description of this work can be found in our paper Mohammed and Niculae (2024).

3.2.3 Context-aware Neural Machine Translation for Dialogue

This work attempts to address the shortcomings of existing multilingual NMT models, with re-
spect to taking into account context. It focuses on dialogue, and specifically business-related dia-
logue scenarios for English-Japanese translation. This setup allows us to explore specific discourse
phenomena, including the use of formality across languages, as well as to experiment with extra-
sentential context that describes the speaker or the conversation scene setup.

Our approach involves fine-tuning a pre-trained mBART model exploring different ways of en-
coding context. We experiment with source- and target-side context in the form of concaten-
ated preceding sentences and propose a novel attention mechanism (CoAttMask) to better encode
source-side context on the encoder side, without deteriorating the decoding quality. Furthermore,
we experiment with encoding speaker-related and scene-related information as additional context
to the source side, hypothesizing their potential to improve translation accuracy. See Figure 10 for
an example of different context encodings.

We evaluate our context-aware models using BLEU and COMET scores for overall performance
and employ Conditional Cross-Mutual Information (CXMI) for assessing context usage. Addi-
tionally, we use the extended version of p-CXMI Fernandes et al. (2023b) discussed in §3.2.1 to
perform a focused analysis on the translation of Japanese honorifics, a critical aspect of En-Ja
business dialogues. Our experiments reveal that:

• Models leveraging both preceding sentences and extra-sentential context (speaker turn and
scene type) show improved translation quality. CXMI scores increase with context size,
indicating more effective context utilization.

• The inclusion of speaker and scene information as additional context on the source side
enhances model performance, particularly for larger context sizes.

• Our focused analysis on honorifics translation demonstrates that the provided context helps
the model attribute higher probability to the correct honorific expressions, underscoring the
importance of context in handling language-specific discourse phenomena.

target side

<SameSpeaker> Mr Billy, I was told you needed me in your office. 
</t> <DiffSpeaker>  Thank you for coming. </t> <SameSpeaker>

First of all, I want to thank you for all your hard work.

+speaker tags

Mr Billy, I was told you needed me in your
office. </t> Thank you for coming. </t> First of all, I

want to thank you for all your hard work.

+context size 2

First of all, I want to thank you for all your hard
work.

 ビリーさん、用があると聞いたのですが。</t>
来てくれてありがとう。</t> 君の勤勉さ
にはとても感謝しているという事をまず

最初に伝えたい。

+context size 2

君の勤勉さにはとても感謝している
という事をまず最初に伝えたい。

source side

1-1

3-1

3-1
+

speaker

1-1

1-3

model model

Figure 10: Context-extended inputs on source and target side. Coloured text corresponds to added
context, bold signifies context separators and bold-italics speaker-related context tags.
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Overall, this work underscores the significance of context in improving NMT for English-Japanese
business dialogues, demonstrating that models can indeed leverage context to enhance translation
quality.

A full description of this work can be found in our paper (Honda et al., 2023).

3.2.4 Context and emotion annotations in dialogue setups

In this section, we summarise works that focus on dialogue translation. Specifically, work in this
first half of the project focused on redefining annotations for dialogue quality and emotion. The
annotated data was also used for the chat translation shared task (to be repeated in 2024 for the
UTTER languages 12), which aims to motivate further advancements in the field of chat translation,
as described in §3.2.7.

3.2.5 A Context-Aware Annotation Framework for Customer Support Live Chat Ma-
chine Translation

In this work we address the challenges and limitations of current MT quality assessment frame-
works in capturing context-induced errors in customer support live chat scenarios. By revising the
MQM framework to include contextual triggers, we aim to enhance quality evaluation for context-
aware MT systems, underscoring the importance of context in achieving high-quality translations.

We used the MAIA corpus as prepared for the WMT 2022 Shared Task on Chat Translation Farinha
et al. (2022), featuring authentic bilingual interactions from customer support chats. This dynamic
and informal content, often filled with abbreviations, emoticons, idiomatic expressions, and er-
rors, motivated our analysis. Our objectives were to comprehend how context is integrated within
texts, identify lexical structures that carry contextual meanings, develop an annotation framework
to assess context in documents effectively, and initiate the creation of a multilingual test suite.
This suite aims to incorporate contextual annotations, addressing the complexities of real-world
customer support data.

Our methodology involves the revision of the MQM framework Lommel et al. (2014) by incorpor-
ating nine new annotation categories that allow for the mapping of MT errors to specific contextual
phenomena within source documents. This approach enables a more nuanced and comprehensive
error identification process, highlighting the critical and major severity of many contextual errors.

We demonstrate the enhanced error identification capacity of the revised MQM framework, cov-
ering a significantly greater number of errors than traditional applications. We also highlight the
limitations of existing evaluation metrics in detecting contextual errors, emphasizing the necessity
of integrating our contextual annotation framework to better assess the impact of context on MT
quality. Our framework shows significant gains of an average of 61% more contextual error cover-
age than more conventional QA metrics, highlighting the fact that most of such contextual errors
are deemed as critical and major, thus strengthening our beliefs that the field of quality assessment
for context-aware MT is far from being effectively dealt with, on the one hand, and that contextual
error severely compromise MT outputs, on the other hand.

Our work contributes to the field by revising the MQM framework to better capture context-
induced MT errors, providing a detailed analysis of these errors’ severity, and highlighting the

12A description of this year’s task can be found at: https://www2.statmt.org/wmt24/chat-task.html
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limitations of current evaluation metrics in context-aware MT assessment. We advocate for the
inclusion of our contextual annotation framework in QA processes to more accurately reflect the
importance of context in MT workflows.

A full description of this work can be found in our paper (Menezes et al., 2023).

3.2.6 Dialogue Quality and Emotion Annotations for Customer Support Conversations

While NLP methods that are tailored to dialogue setups are becoming increasingly important
within the NLP community, their advancement frequently hinders on the limited availability of
annotated data. Specifically, the majority of data available are collected in controlled environ-
ments, thus not reflecting genuine conversations.

To address this limitation, the following paper describes an annotation proposal for emotion and
conversational quality performed over the MAIA dataset (Farinha et al., 2022), a collection of
genuine bilingual customer support conversations, whose interactions are aided by a bidirectional
MT system. The work developed provides a unique and valuable resource for the development of
text classification models. To this end, the authors present benchmarks for Emotion Recognition
and Dialogue Quality Estimation.

The dataset was annotated along three dimensions:

1. Sentence level: corresponding to a single message;

2. Turn level: one or more sentences sent by one of the participants within a given time frame.

3. Dialogue level: a succession of turns between the customer and agent denoting the full
conversation.

The metrics used for annotation are as follows:
For sentence Level Evaluation: • Correctness • Templated • Engagement
For turn level evaluation: • Understanding • Sensibleness • Politeness • Interaction Quality
For dialogue level evaluation: • Dropped Conversation • Task Success

In terms of emotions distribution along the MAIA dataset, the annotation outputs are shown in
Figure 11.

Emotions
Neutral (73.23%)
Anger (1.07%)
Confusion (4.46%)
Anxiety (6.94%)
Frustration (2.15%)
Empathy (6.90%)
Disappointment (2.67%)
Happiness (2.60%)

Figure 11: Emotion distribution of the MAIA dataset.

Regarding the development of the proposed benchmark, a fine-tuned XLM-RoBERTa was em-
ployed, following a train/dev/test splits at the dialogue level with a 70%/10%/20% distribution,
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respectively. Performance was evaluated using Macro, Micro and individual emotion label F1
scores across all languages and the whole dataset.

We also fine-tuned a XLM-RoBERTa for Engagement using the ENDEX data (Xu et al., 2022); as
well as Valid Sentence Prediction and Next Sentence Prediction using self-supervised data gener-
ated from DailyDialog (Li et al., 2017). Overall, we observed that depending on the language and
target different models would demonstrate better performance.

Overall, this work presents a comprehensive emotion and dialogue quality annotation for the
MAIA dataset, providing a novel opportunity to benchmark and explore applications of existing
and future NLP models applied to dialogue. Results on the different benchmarks indicate there is
still room for improving existing models.

A full description of this work can be found in our paper (Mendonça et al., 2023).

3.2.7 Findings of the WMT 2022 Shared Task on Chat Translation

In this the second edition of the Chat Translation Shared Task, we focus on translating bilingual
customer support conversational text. Unlike the previous edition that used synthetic bilingual
data, this year we used a segment of Unbabel’s MAIA corpus, consisting of genuine bilingual
conversations between agents and customers. We expanded the language pairs to include English-
German (en-de), English-French (en-fr), and English-Brazilian Portuguese (en-pt-br), aiming to
translate these conversations in a way that reflects their dynamic and informal nature, often rife
with abbreviations, emoticons, and various errors.

The evaluation was carried out using both automatic metrics and human judgments through Mul-
tidimensional Quality Metrics (MQM), with the official ranking based on the overall MQM scores
of participating systems in both directions. A total of 18 submissions from four different teams
were received, with all teams participating in the English-German direction, and one team also
taking part in the English-French and English-Brazilian Portuguese directions.

Our contributions can be summarised as follows:

• Demonstrating the feasibility and value of using genuine bilingual conversations for trans-
lation tasks, which can significantly impact the development of more nuanced and effective
MT systems.

• Highlighting the importance of considering the unique challenges posed by informal, on-the-
fly text production in customer support settings, such as the use of non-standard language,
abbreviations, and emoticons.

• Providing a comprehensive evaluation framework that combines both automated metrics and
detailed human evaluation, offering insights into the performance of MT systems in handling
real-world conversational data.

• Releasing the MAIA Dataset to the research community, facilitating further exploration and
innovation in conversational machine translation.

This work highlights the complexity of translating customer support chats and the need for MT
systems to adapt to the informal and dynamic nature of such conversations. By focusing on genu-
ine bilingual data and expanding language pairs, we contribute to a deeper understanding of the

page 33 of 48



UTTER HORIZON-CL4-2021-HUMAN-01-13 D17

challenges and opportunities in this area, paving the way for future advancements in machine trans-
lation technology. We aspire to continue for the third edition of this task within 2024, providing
new, unseen data and updated annotations.

More information on the second edition of the task can be found in (Farinha et al., 2022).

Plans for future work

As LLMs are becoming ubiquitous in the field, we are planning to study further the use of con-
text by these models and propose novel methods that better take context into account to improve
performance in generation tasks. Furthermore, alongside the planned third edition of the chat
translation shared task, we are aiming to further research methodologies that target translation in
dialogue setups and can account for discourse and emotion-specific context.

4 Task T4.3: Simultaneous translation (UEDIN*, NAV)

Proposal

To be useful in dialogue, translation must be produced before the other party has finished their
turn. This applies whether the modality is text or speech. However standard MT requires a full
sentence before it can translate, often giving poor results when passed incomplete sentences. What
we need is simultaneous translation, where we balance quality with latency (not making the user
wait excessively) and possibly flicker (too much rewriting can give a bad user experience). Simul-
taneous translation can be implemented using retranslation or streaming. In the former approach,
the system translates from the beginning of the sentence each time. In the latter approach, the sys-
tem maintains a partial state and must decide between reading more source words and producing
translation output. In the streaming approach, the system does not update already produced output,
so it must be careful not to commit too early, whilst, in the retranslation approach, the system could
create instability (flicker) if it constantly rewrites the translation. First approaches for end-to-end
simultaneous speech translation were also very recently introduced as an IWSLT task. Among
the possible improvements, using large LMs to predict what comes next and proposing decoding
techniques that take into account this prediction uncertainty (as simultaneous interpreters would
do), are interesting directions to improve simultaneous translation. As far as speech translation is
concerned, translating a continuous and unsegmented input is another important challenge. Re-
inforcement learning for this task should be further investigated in order to find optimal read /
write policies. Finally, using new decoder architectures where a dual decoder jointly transcribes
and translates (the transcriber being ahead of the translator) is another interesting direction for
simultaneous speech translation.

Proposal highlights

• Balance latency and flicker

• Simultaneous translation task IWSLT

• Speech translation and reinforcement learning
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Completed Work

While this task was planned to start in the second half of the project, following advances in work
for text and speech translation, we are already reporting some early work with findings on flicker
reduction. Additionally, we describe the IWSLT shared task, for which UTTER partners were
involved in the co-organisation, and which is highly relevant to this task, since it runs a collection
of tasks related to speech translation, promoting further research and advancements in the field.

4.1 Self-training Reduces Flicker in Retranslation-based Simultaneous Translation

The aim of a Simultaneous speech translation (SimulST) system is to translate speech into text
whilst obtaining the best possible tradeoff between quality and delay. Translation should normally
be produced before the current sentence has been completed. SimulST is relevant for the translation
of live speech (for example when subtitling a lecture) or translating a conversation. One approach
to SimulST is retranslation, where the current sentence is retranslated from the beginning each
time a new source word is produced. Although retranslation is a simple approach, requiring no
modification of the underlying inference engine, it has the disadvantage that translation updates
can cause potentially annoying flicker.

In this work, we propose a method for reducing flicker in retranslation-based systems. We apply
self-training, in other words, we retrain the model on its own output, as a way of encouraging more
monotonic output. Since the translation is more monotonic, translation updates are less likely to
change the text that has already been output. This enables us to reduce flicker whilst maintaining
similar translation quality to the original system. Our method can be combined with biased beam
search (Arivazhagan et al., 2020) to further improve the latency-flicker tradeoff.

A full description of this work can be found in our paper (Sen et al., 2023).

4.2 IWSLT 2023 Shared Task on Simultaneous Speech Translation

Each year IWSLT runs a collection of tasks related to speech translation (ST). We were involved
in the human evaluation of one of those tasks in 2023, the shared task on simultaneous speech
translation. In this task, participants had to provide systems which operated with specified latency
values on a development set and were judged on latency and translation quality on the test set.
The evaluation protocol for this task involves replaying the source speech to annotators whilst
the system output in the target language is displayed as subtitles. The annotators make regular
judgements of translation quality using a 5-point scale. We can then average those judgements
across all audio segments to provide an overall quality score for the system.

Full details of the evaluation are in the IWSLT findings paper (Agarwal et al., 2023).

Plans for future work

In the next steps, we aim to include speech generation so that the model is more adaptable to
spoken language conversation. Some preliminary methods include Discrete Speech Units (Lam
et al., 2024; Kim et al., 2024) and diffusion modelling (Zhu et al., 2023).
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5 Conclusion

WP4 saw progress on all three tasks, with emphasis on Tasks 4.1 and 4.2 which started earlier in
our timeline (following the plan and timeline of the UTTER proposal). Work concluded so far
has led to contributions of datasets, methodology, software and empirical observations to advance
adaptable and context-aware generation models, with emphasis on machine translation tasks. For
the second half of the project, we aim to continue working across the three tasks, with anticipated
steady progress and no foreseen risks for the continuation of the project.
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Claudia Borg, Marine Carpuat, Roldano Cattoni, Mauro Cettolo, Mingda Chen, William Chen,
Khalid Choukri, Alexandra Chronopoulou, Anna Currey, Thierry Declerck, Qianqian Dong,
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Sperber, Sebastian Stüker, Katsuhito Sudoh, Yun Tang, Brian Thompson, Kevin Tran, Marco
Turchi, Alex Waibel, Mingxuan Wang, Shinji Watanabe, and Rodolfo Zevallos. FINDINGS
OF THE IWSLT 2023 EVALUATION CAMPAIGN. In Elizabeth Salesky, Marcello Federico,
and Marine Carpuat, editors, Proceedings of the 20th International Conference on Spoken Lan-
guage Translation (IWSLT 2023), pages 1–61, Toronto, Canada (in-person and online), July
2023. Association for Computational Linguistics. doi: 10.18653/v1/2023.iwslt-1.1. URL
https://aclanthology.org/2023.iwslt-1.1.

Duarte Alves, Nuno Guerreiro, João Alves, José Pombal, Ricardo Rei, José de Souza, Pierre
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Amanda Bertsch, José GC de Souza, Shuyan Zhou, Tongshuang Wu, Graham Neubig, et al.
Bridging the gap: A survey on integrating (human) feedback for natural language generation.
Transactions of the Association for Computational Linguistics, 11:1643–1668, 2023a. URL
https://direct.mit.edu/tacl/article/doi/10.1162/tacl a 00626/118795.

Patrick Fernandes, Kayo Yin, Emmy Liu, André FT Martins, and Graham Neubig. When does
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Kevin Heffernan, Elahe Kalbassi, Janicec Lam, Daniel Licht, Jean Maillard, Anna Sun, Sky-
ler Wang, Guillaume Wenzek, Al Youngblood, Bapi Akula, Loı̈c Barrault, Gabriel Gonzalez,
Prangthip Hansanti, and JeffWang. No language left behind: Scaling human-centered machine
translation. 07 2022. doi: 10.48550/arXiv.2207.04672.

Proyag Pal and Kenneth Heafield. Cheating to identify hard problems for neural machine trans-
lation. In Andreas Vlachos and Isabelle Augenstein, editors, Findings of the Association for
Computational Linguistics: EACL 2023, pages 1620–1631, Dubrovnik, Croatia, May 2023.
Association for Computational Linguistics. doi: 10.18653/v1/2023.findings-eacl.120. URL
https://aclanthology.org/2023.findings-eacl.120.

Xiao Pan, Mingxuan Wang, Liwei Wu, and Lei Li. Contrastive learning for many-to-many mul-
tilingual neural machine translation. In Proceedings of the 59th Annual Meeting of the As-
sociation for Computational Linguistics and the 11th International Joint Conference on Nat-
ural Language Processing (Volume 1: Long Papers), pages 244–258, Online, August 2021.
Association for Computational Linguistics. doi: 10.18653/v1/2021.acl-long.21. URL https:
//aclanthology.org/2021.acl-long.21.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic
evaluation of machine translation. In Proc. ACL, 2002.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee,
and Luke Zettlemoyer. Deep contextualized word representations. In Marilyn Walker, Heng Ji,
and Amanda Stent, editors, Proceedings of the 2018 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language Technologies, Volume 1
(Long Papers), pages 2227–2237, New Orleans, Louisiana, June 2018. Association for Compu-
tational Linguistics. doi: 10.18653/v1/N18-1202. URL https://aclanthology.org/N18-1202.
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