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ABSTRACT 

This deliverable consists in a technical report of the first version of Big Data Analytics Framework 
of BigClouT that is identified in the general BigClouT architecture and investigates in depth the 
functional subcomponents of the City Data Processing in order to enable their future integration 
and implementation through various use case scenarios. 

 

Disclaimer 

 
This document has been produced in the context of the BigClouT Project which is jointly funded by the 
European Commission (grant agreement n° 723139) and NICT from Japan (management number 
18301). All information provided in this document is provided "as is" and no guarantee or warranty is 
given that the information is fit for any particular purpose. The user thereof uses the information at its 
sole risk and liability. This document contains material, which is the copyright of certain BigClouT 
partners, and may not be reproduced or copied without permission. All BigClouT consortium partners 
have agreed to the full publication of this document. The commercial use of any information contained 
in this document may require a license from the owner of that information. 
For the avoidance of all doubts, the European Commission and NICT have no liability in respect of this 
document, which is merely representing the view of the project consortium. This document is subject 
to change without notice. 
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Executive Summary 

This deliverable consists in a technical report of the first version of Big Data Analytics Framework 
of BigClouT that is identified in the general BigClouT architecture and investigates in depth the 
functional subcomponents of the City Data Processing in order to enable their future integration 
and implementation through various use case scenarios. 

The document aims at presenting in depth the technical details of each and every functionality 
offered by the several assets that have been adopted or created under the framework of WP3. For 
this purpose, we take a modular approach where the functionalities of city data processing 
module are presented individually. This categorisation is aligned to the tasks of WP3 and focuses 
on the extraction of city knowledge for intelligent services by providing a common framework. 

The goal behind following a detailed presentation of the elementary services offered by the 
several assets provided by the partners of the consortium is twofold: 

¶ Facilitating the collaboration between technical partners of the project (from both WP2 
and WP3), thus supporting the future integration  plans and actions between the various 
components already provided. 

¶ Facilitating the discussions between the pilot partners and technical partners, thus 
enabling the future demonstration  of the several services provided by the project 
through various use case scenarios. 

To this end, Section 2 presents the updated WP3 architecture. Sections 3, 4, 5 and 6 describe in 
detail all the WP3 elementary services in a manner that supports the two aforementioned goals 
(more details in Section 1.3). Section 7 briefly presents the integration plan, which will be used as 
a roadmap for the final year of the project. Finally, Section 8 concludes this report. 
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1 Introduction  

1.1 Objectives and goals of the task and deliverable 

This deliverable (D3.2) aims at presenting in depth the technical details of each and every 
functionality  offered by the several assets that have been adopted or created under the framework 
of WP3. For this purpose, we take a modular approach where the functionalities of city data 
processing module are presented individually. 

The functionalities are grouped under four different categories, namely: 

1) Data Event Processing, 
2) Big Data Analysis, 
3) Machine Learning, Predictive Modelling and Decision making, 
4) and Visualisation 

This categorisation, which is aligned to the tasks of WP3, focuses on the extraction of city 
knowledge for intelligent services by providing a common framework: 

¶ T3.1 Big data analytics and business intelligence 

¶ T3.2 Learning , predictive modelling and decision making 

¶ T3.3 Distributed real-time data mining with event detection for actuation 

The goal behind following a detailed presentation of the elementary services offered by the 
several assets provided by the partners of the consortium is twofold: 

¶ Facilitating the collaboration between technical partners of the project (from both WP2 
and WP3), thus supporting the future integration  plans and actions between the various 
components already provided. 

¶ Facilitating the discussions between the pilot partners and technical partners, thus 
enabling the future demonstration  of the several services provided by the project 
through various use case scenarios. 

To this end, Section 2 presents the updated WP3 architecture. Sections 3, 4, 5 and 6 describe in 
detail all the WP3 elementary services in a manner that supports the two aforementioned goals 
(more details in Section 1.3). Section 7 bri efly presents the integration plan, which will be used as 
a roadmap for the final year of the project. Finally, Section 8 concludes this report. 

1.2 Relation to other WPs and Tasks 

4ÈÉÓ ÄÏÃÕÍÅÎÔ ÉÓ ÂÕÉÌÄÉÎÇ ÏÎ ÔÏÐ ÔÈÅ ×ÏÒË ÐÒÅÓÅÎÔÅÄ ÉÎ ȰD3.1 Big Data Analytics Framework 
Architecture ȱ ÄÕÒÉÎÇ ÔÈÅ ÆÉÒÓÔ ÙÅÁÒ ÏÆ ÔÈÅ ÐÒÏÊÅÃÔȢ 5ÐÄÁÔÉÎÇ ÔÈÅ ÇÅÎÅÒÁÌ 70σ ÁÒÃÈÉÔÅÃÔÕÒÅȟ 
providing more details and new technical details of the several components and focusing on the 
future integration and demonstration of the WP3 services are three of the main differences 
between the two deliverables. 

While technical details, such as functional description and implementation details are provided in 
$σȢςȟ ȰD3.3 Big Data Analytics Framework Prototype ɀ Demonstration ȱ focuses on 
deployment and usage of each functionality. In that sense, the two deliverables are 
complementary to each other. It should be noted that Sections 3, 4, 5 and 6 of this document are 
mapped one-to-one with Sections 2, 3, 4 and 5 of D3.3, since they present the same functionalities. 
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Finally, this deliverable is closely rÅÌÁÔÅÄ ÔÏ ȰD4.3 Integrated use cases and first large -scale 
deployments and experimentation ȱȢ !Ó ÉÔ ×ÉÌÌ ÂÅ ÍÁÄÅ ÃÌÅÁÒ ÉÎ 3ÅÃÔÉÏÎ 1.3, most of the 
subsections of Sections 3, 4, 5 and 6 are structured in such a manner that they can provide crucial 
input regarding future integration and demonstration plans. 

1.3 Methodology followed 

Due to the wide range of services that can be provided under the four main modules of the WP 
(Data Event Processing, Big Data Analysis, Machine Learning, Predictive Modelling and Decision 
making, and Visualisation), each one of them (presented in Sections 3, 4, 5 and 6) may include 
more than one services provided by the current assets of the project. 

Likewise, due to the wide range of functionalities of the assets and the modular approach we 
follow, an asset may appear in more than two categories/modules (like in the case of KNOWAGE 
in Sections 4 and 6). 

For this deliverable to act as a reference document and a roadmap for future plans and actions 
regarding integration and (integrated) demonstrations, the elementary services presented in 
Sections 3, 4, 5 and 6 adopt the following structure: 

¶ Description of Functionalities : 
Giving a general description of the main functionalities of the service/tool is given, as a 
short introduction to its capabilities. 
 

¶ Implementation details and Internal Architecture : 
Showing how the above functionalities, probably represented by specific 
[sub]components, are connected with each other and relate to each other. 
 

¶ Interfaces and Integration : 
Listing the UIs, APIs, etc. that can be used to give input to the module and access its output, 
thus presenting the possibilities of interaction with both end-users and other components 
(in WP3/4).  
 

¶ Performance, Evaluation and Stress -tests: 
Presenting more technical characteristics, showing how the module performs when it 
comes to requirements as presented in past deliverables (big data, granularity of data, 
response time, number of nodes that can be managed at the same time, integration, etc.). 
 

¶ Candidate Use Cases to be supported: 
Suggesting candidate Use Cases that could be supported by the component, given the 
functionalities of the module and the requirements/description of the Use Cases of the 
project presented in D1.4. It should be stressed out that not all of the presented use case 
scenarios will be implemented: the scenarios presented aim at creating some first 
common ground between WP3 and WP4. 
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2 Updated WP3 architecture 

This section provides information and details about the final version of the sub architecture of 
BigClouT City Data Processing module that represents the Big Data Analytics Framework. 
Definition of the final version of this sub architecture starts from the final architecture of BigClouT 
reported in "D1.4 Updated use cases, requirements and architecture" and from its initial version 
reported in "D3.1 Big Data Analytics Framework Architecture". 

Indeed, coherently with the general approach of BigClouT architecture, this sub architecture must 
be considered as a reference architecture characterised by flexibility and adaptability that can be 
adapted and customised to address specific needs and requirements. 

The aim of the final version of this sub architecture is to consolidate the logical organisation of its 
macro modules and of the technological assets. 

As reported in D3.1, the Big Data Analytics Framework matches with the logical module "City Data 
Processing" of the general logical BigClouT architecture (Figure 1) and its subcomponents, except 
for the subcomponent "Context Management & Self-Awareness" that is investigated in WP2. 

 

FIGURE 1: CITY DATA PROCESSING 

Logical relations among these subcomponents and assets mapping are reported in Figure 2. As 
depicted, some assets are reported in more than one logical subcomponents. This is due to the fact 
that these assets provide different functionalities that fulfil different aims. For instance, 
CoherentPaaS provides useful functionalities for both "Machine Learning, Predictive Modelling 
and Decision Making" and "Data/Event Processing" subcomponents. 

In Figure 2, lines of different colours are used only to avoid confusion in the relations depicted in 
the figure. 
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FIGURE 2: RELATIONS BETWEEN SUBCOMPONENTS OF CITY DATA PROCESSING AND ASSETS MAPPING 
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3 Data Event Processing 

3.1 General Description 

Data Event Processing aims at accepting and manipulating city data from the City Resource Access 
module in usable and desired form. It also provides the data to any other component of the City 
Data Processing requesting for further analysis from it to get more insight information. Accessing 
and accepting data from the City Resource Access module can be done either in a synchronous 
way (client/server mode) or in an asynchronous way (publish/subscribe mode). Finally, it also 
provides a way to interact with actuators (actuating), and to push data to a connected counterpart. 

3.2 JsSpinner 

3.2.1 Description of Functionalities 

City data are initially in the form of event transactions or some observations. The Data Event 
Processing component is in charge of collecting and manipulating the data by converting them 
into a usable and desired form. The manipulation involves some operations, such as filtering, 
joining, calculating, aggregating, etc. The four main functionalities provided by Data Event 
Processing are explained as follows: 

Functionality 1 ɀ Data Filtering  

This functionality is responsible for refining city data into what users need, without including 
other data that can be repetitive, irrelevant, or even sensitive.  

Functionality 2 ɀ Data Joining 

This function systematically combines city data from different sources into a more integrated 
piece of information. This functionality is very important in making city data processing smooth 
and efficient. 

Functionality 3 ɀ Event Detecting  

The aim of this functionality  is to process city data in order to detect events of interest providing 
capabilities for both event processing and stream processing. Input data of this subcomponents 
will be data coming from sensors, web pages, etc., provided by the City Resource Access module. 
Outputs are the detected events. 

Functionality 4 ɀ Data Aggregating 

The information  is gathered, grouped, and summarized to obtain abstract or higher-levels of 
knowledge. Raw data is aggregated over a given time period or some specified properties to 
provide statistics such as average, minimum, maximum, sum, count, etc. 
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3.2.2 Implementation details and Internal Architecture 

3.2.2.1 Internal Architecture 

The Data Event Processing component with respect to BigClouT architecture is shown in Figure 
3. It belongs to the City Data Processing Module. Its internal architecture is shown in Figure 4. As 
shown in the figure, Data Event Processing directly accepts either historical data or (near) real-
time data from the City Resource Access Module of the BigClouT through I/O manager. Then, the 
accepted data are manipulated by applying various functions for different purposes. Four main 
manipulating functions provided by this component are data filtering, data joining, event 
detecting, and data/event aggregating. The final products of Data Event Processing are filtered 
data, joint  data, detected events, and aggregated data, which are sent to other components of the 
City Data Processing Module for further analysis to get more useful information. I/O manager is 
also responsible for dispatching the outputs of Data Event Processing to other components of the 
City Data Processing Module. 

 

FIGURE 3: DATA EVENT PROCESSING IN BIGCLOUT ARCHITECTURE 
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FIGURE 4 INTERNAL ARCHITECTURE OF DATA EVENT PROCESSING 

3.2.2.2 Relationship between Each Functionality 

All functionalities of the Data Event Processing are interrelated to each other in terms of 
dispatching processing data back and forth, which is depicted in Figure 5, Figure 6, Figure 7 and 
Figure 8. 

The sequence diagram in Figure 5 describes the relations between functionalities of Data Event 
Processing with respect to the filtered data they exchange. 

The flow is initiated by the City Resource Access; it provides the Data Filtering subcomponent 
with the historical or real-time or near real-time data coming from sensors, web pages, crowd-
sensing, etc. connected to the BigClouT platform. 

When new data arrive, the Data Filtering regularly takes out unneeded information that does not 
match the filtering conditions. Then, the filtered data is dispatched to the other subcomponents of 
the Data Event Processing. 
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FIGURE 5- EVENT DATA PROCESSING DATA FILTERING SEQUENCE DIAGRAM 

The sequence diagram in Figure 6 describes the relations between functionalities of Data Event 
Processing with respect to the joint  data they exchange. 

The flow is initiated by the City Resource Access. When new data arrives, the Data Joining 
regularly combines different city data into an integrated compact piece of information. Then, the 
joint  data is dispatched to the Event Detecting or Data Aggregating subcomponents of the Data 
Event Processing. 

 

FIGURE 6 EVENT DATA PROCESSING DATA JOINING SEQUENCE DIAGRAM 

The sequence diagram in Figure 7 describes the relations between functionalities of Data Event 
Processing with respect to the detected events they exchange. 

The flow is initiated by the City Resource Access. When new data arrive, the Event Detecting 
regularly executes a process to check if incoming data match with events of interest; when an 
event of interest is detected (represented in the sequence diagram with the label "Detected 
Event"), and the data are dispatched to the other logical subcomponents of the City Data 
Processing or to higher-level components of the City Data Processing Module. 
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FIGURE 7 EVENT DATA PROCESSING EVENT DETECTING SEQUENCE DIAGRAM 

The sequence diagram in Figure 8 depicts the relations between functionalities of Data Event 
Processing with other higher-level components of City Data Processing in terms of the aggregated 
data they exchange. 

The flow is initiated by the City Resource Access. When new data arrive, the Data Aggregating 
groups and summarises the obtained data to get higher-level of knowledge by applying various 
aggregating operations, such as average, minimum, maximum, sum, etc. The aggregated results 
are dispatched to the other higher-level logical subcomponents of the City Data Processing, in 
particular to Big Data Analysis and to Context Management & Self-Awareness. 

 

FIGURE 8 EVENT DATA PROCESSING DATA AGGREGATING SEQUENCE DIAGRAM 
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3.2.3 Interfaces and Integration 

3.2.4 Integration 

I/O manager of the Data Event Processing component is responsible for dealing with and 
accepting data streams from the City Resource Access module (Figure 4). City data from the City 
Resource Access module is accessible by either HTTP request or REST API. Thanks to the well-
defined I/O manager, Data Event Processing can connect with City Resource Access module with 
minimum customisation to the I/O manager by either: 

1. Direct Connector : Directly add functions to the I/O manager of the Data Event Processing 
to read/access city data from the City Resource Access module. 

2. Socket Stream Connector: The City Resource Access module directly sends the city data 
to the Data Event Processing component.  

Both approaches can be done either in a synchronous way (client/server mode) or in an 
asynchronous way (publish/subscribe mode) by requesting or subscribing for city data from the 
City Resource Access module. 

Notice that, the above methods require the registration of schema of the city data to the I/O 
manager of Data Event Processing. The schema is in JSON format textual document. Figure 9 
shows a sample schema of city data. 

 

FIGURE 9 SAMPLE SCHEMA OF CITY DATA 

In addition, I/O manager is also responsible for dispatching the output of Data Event Processing 
to other logical subcomponents of the City Data Processing. 



 

20 
 

3.2.5 Input and Output Specifications 

The Data Event Processing module accepts any data streams of JSON format from the City 
Resource Access module. The output is in JSON document format. 

For example, a sample element is shown in Figure 10 below. For this sample element, the 
attributes are: prodID, suppID, promoID, custID, custName, storeID, storeArea, and 
salesAmountFact. 

 

FIGURE 10 SAMPLE INPUT ELEMENT 

3.2.6 Performance, Evaluation and Stress-tests 

Data Event Processing can efficiently process large-scale city data. Stress-tests were performed 
and the results were shown in Figure 11. The tested queries involve joining two different streams. 
As it can be seen, Data Event Processing, whose two execution modes are shown in the figure, can 
efficiently process data streams with more than 100k tuples/s, which is good enough for real-life 
big data processing for BigClouT ɉÁÓ ÐÒÅÓÅÎÔÅÄ ÉÎ $ρȢτ Ȱ5ÐÄÁÔÅÄ 5ÓÅ #ÁÓÅ 2ÅÑÕÉÒÅÍÅÎÔÓ ÁÎÄ 
Architecture). 

 

FIGURE 11 MAXIMUM SYSTEM THROUGHPUT EVALUATION 

  














































































