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ABSTRACT

This deliverable consists in a technicaleport of the first version of Big Data Analytics Framework
of BigClouT that is identified in the general BigClouT architecturand investigates in depth the
functional subcomponents of the City Data Processirig order to enable their future integration
and implementation through various use case scenarios

Disclaimer

This document has been produced in the context of the BigClouT Project which is jointly funded by the
European Commission (grant agreement n° 723139) and NICT from Japan (management number
18301). All information provided in this document is provided "as is" and no guarantee or warranty is
given that the information is fit for any particular purpose. The user thereof uses the information at its
sole risk and liability. This document contains material, which is the copyright of certain BigClouT
partners, and may not be reproduced or copied without permission. All BigClouT consortium partners
have agreed to the full publication of this document. The commercial use of any information contained
in this document may require a license from the owner of that information.

For the avoidance of all doubts, the European Commission and NICT have no liability in respect of this

document, which is merely representing the view of the project consortium. This document is subject
to change without notice.
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Executive Summary

This deliverable consists in a technical report of the first version of Big Data Analytics Framework
of BigClouT that is identified in thegeneral BigClouT architecture and investigates in depth the
functional subcomponents of the City Data Processing in order to enable their future integration
and implementation through various use case scenarios.

The document aims at presenting in depth thetechnical details of each and every functionality
offered by the several assets that have been adopted or created under the framework of WP3. For
this purpose, we take a modular approach where the functionalities of city data processing
module are presengd individually. This categorisation is aligned to the tasks of WPand focuses

on the extraction ofcity knowledge for intelligent services by providing a common framework.

The goal behind following a detailed presentation of the elementary services offsat by the
several assets provided by the partners of the consortium is twofold:

1 Facilitating the collaboration between technical partners of the project (from both WP2
and WP3), thus supporting the futureintegration plans and actions between the various
components already provided.

1 Facilitating the discussions between the pilot partners and technical partners, thus
enabling the future demonstration of the several services provided by the project
through various use case scenarios.

To this end, Sectior2 presents the updated WP3 architecture. Sectior, 4,5 and 6 describe in
detail all the WP3 elementary services in a manner that supports the two aforementioned goals
(more details in Sectionl.3). Section7 briefly presents the integration plan which will be used as

a roadmap for the final year of the project. FinallySection8 concludes this report.
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1 Introduction

This deliverable (D32) aims at presenting in depth thetechnical details of each and every
functionality offered bythe several assetshat have been adopted or created under the framework
of WP3.For this purpose, we take a modular approach where the functionalitiesf city data
processing module arepresented individually.

The functionalities are groupedunder four different categories, namely:

1) Data Event Processing,

2) Big Data Malysis,

3) Machine LearningPredictive Modelling and Decision making
4) and Visualisation

This categorisation which is aligned to the tasks of WP3focuses on the extraction ofcity
knowledge for intelligent services by providing a common framework

I T3.1 Big data analyticand business intelligence
i T3.2 Learning, predictive modelling and decision making
i T3.3Distributed real-time data mining with event detection for actuation

The goal behind following a detailed presentation of the elementary services offered by the
several assets provided by the partners of the consortium is twofold:

9 Facilitating the collaboration between technial partners of the project (from both WP2
and WP3), thus supporting the futurentegration plans and actions between the various
components already provided.

1 Facilitating the discussions between the pilot partners and technical partners, thus
enabling the future demonstration of the several services provided by the project
through various use case scenarios.

To this end, Sectior presents the updated WP3 architecture. Sectior, 4,5 and 6 describe in
detail all the WP3 elementary services in a manner that supports ¢htwo aforementioned goals
(more details in Sectionl.3). Section7 briefly presents the integration planwhich will be used as
a roadmap for the final year of the project. Finally, Sectidhconcludes this report.

AEEO Al AOIi AT O EO AOEI AET CD31 Big Maia BnaltiEsiramew@E DOAOAT
Architecture 6 A OOET ¢ OEA ZEO0OOO UAAO 1T &£ OEA bDPOIT EAAOS
providing more details and new technical details of the sevat components and focusing on the

future integration and demonstration of the WP3 services are three of the main differences

between the two deliverables.

While technical details, such as functional description and implementaiin details are provided in

$ 0 8 @PB.3 Biy Data Analytics Framework Prototype 7z Demonstration 6 focuses on
deployment and usag of each functionality. In that sense, the two deliverables are
complementary to each other. It should be noted that Sectiorg 4, 5 and 6 of this document are
mapped oneto-one with Sections 2, 3, 4 and 5 of D3.3, since they present the same functionalities
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Finally, this deliverable is closely A1 A O AD4.3 Idtegra®d use cases and first large -scale
deployments and experimentaton 6 8 ! O EO xEI 1 AA 1BAs of fhb AAO
subsections of Seons 3,4, 5 and 6 are structured in such a manner that they can provide crucial

input regarding future integration and demonstration plans.

Due to the wide range of services that can be @vided under the four main modules of the WP
(Data Event Processing, Big Data Analysis, Machine Learning, Predictive Modelling and Decision
making, and Visualisation), each one of them (presented in SectioBs4, 5 and 6) may include
more than one services provided by the current assets of the project.

Likewise, due to the wide range of functionalities of the assets and the modular approach we
follow, an asset may appear in more than two categories/modules (like in the case of KNOWAGE
in Sections4 and 6).

For this deliverable to act as aeference document and a roadmap for futur@lans andactions
regarding integration and (integrated) demonstrations, the elementary services presented in
Sections3, 4,5 and 6 adopt the following structure:

1 Description of Functionalities
Giving ageneral description d the main functionalities of the service/tool is given, as a
short introduction to its capabilities.

1 Implementation details and Internal Architecture
Showing how the above functionalities probably represented by specific
[subJcomponents, are connectedwith each other and relate to each other.

1 Interfaces and Integration :
Listing the Uls, APlIs, etc. that can be used to give input teetmodule and access its output,
thus presenting the possibilities of nteraction with both end-users and other components
(in WP3/4).

i Performance, Evaluation and Stress -tests:
Presenting more technical characteristics, showing how the module performs when it
comes to requirements as presented in past deliverables (big data, granularity of data,
response time, number of nods that can be managed at the same time, integration, etc.).

i Candidate Use Cases to be supported
Suggestingcandidate Use Cases that could be supported by the componentyen the
functionalities of the module and the requirements/description of the Use &ses of the
project presented in D1.4 It should be stressed out that not all of the presented use case
scenarios will be implemented: the scenarios presented aim at creating some first
common ground between WP3 and WP4

M 5
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2 Updated WP3 architecture

This section provides information and details about the final version of the sub architecture of
BigClouT City Data Processing module that represents the Big Data Analytics Framework.
Definition of the final version of this sub architecture starts from the finharchitecture of BigClouT
reported in "D1.4 Updated use cases, requirements and architecture" anain its initial version
reported in "D3.1 Big Data Analytics Framework Architecture”.

Indeed, coherently with the general approach of BigClouT architecturthis sub architecture must
be considered as a reference architecture charactegd by flexibility and adaptability that can be
adapted and custonsed to address specific needs and requirements.

The aim of the final version of this sub architecture is toansolidate the logicalorganisation of its
macro modules and of the technological assets.

Asreported in D3.1, the Big Data Analytics Framework matches with the logical module "City Data
Processing" of the general logical BigClouT architectur&igure 1) and its subcomponents, except
for the subcomponent "Context Management & Seffwareness" that is investigated in WP2.

City Data Processing

Data/Event Processing

Machine Learning, Predictive Modelling and Decision Making

Big Data Analysis

Visualization

FIGUREL: CITY DATA PROESSING

Logical relations among these subcomponents and assets mapping are reportedrigure 2. As
depicted, some assets are reported in more than one logical subcoonents. This is due to the fact
that these assets provide different functionalitiesthat fulfil different aims. For instance,
CoherentPaaS provides useful functionalities for both "Machine Learning, Predictive Modelling
and Decision Making" and "Data/EvenProcessing” subcomponents.

In Figure 2, lines of different colours are used only to avoid confusion in the relations depicted in
the figure.
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Detected Event
Recommendation
Analysis Result
Context Information

City Data Processing

Visualization

Machine Learning, Predictive
Modelling and Decision Making

| CoherentPaas | | DeepOnEdge |

Context Management & Self-
Awareness

Big Data Analysis Data/Event Processing
KNOWAGE | [ DeepOnEdge |

StreamingCube (JsSpinner + | COSMOS | |CoherentPaaS|
StreamOLAP) StreamingCube (JsSpinner +
StreamOLAP)

Historical (Near) Real-time Data

Historical Data

Data

City Resource Access

FIGURE2: RELATIONS BETWEESUBCOMPONENTS OF GIDATA PROCESSING BMSSETS MAPPING
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3 Data Event Processing

DataEvent Rocessing aims atccepting andmanipulating city data fromthe City Resource Access
module in usable and desired form. It also provideshe data to any other component of theCity
Data Processingequesting for further analysis from it to get more insight information. Accessing
and acceping data from the City Resource Access modulean be doneeither in a synchronous
way (client/server mode) or in an asynchronous way (publish/subscribe mode). Finally, it also
provides a way to interact with actuators (actuating), and to pustdata to a connected counterpart.

3.2.1 Description of Functionalies

City data are initially in the form of event transactions or some observationsThe Data Event
Processingcomponentis in charge of collecting andnanipulating the databy converting them
into a usable and desired form. The manipulation involves someperations, such as filtering,
joining, calculating, aggregating, etcThe four main functionalities provided by Data Event
Processingare explained as follove:

Functionality 1 z Data Filtering

This functionality is responsible for refining city data into what users need, without including
other data that can be repetitive, irrelevant, or even sensitive.

Functionality 2 z Data Joining

This function systematically combines city data from different sourcesinto a more integrated
piece of information. This functionality is very important in making city data processing smooth
and efficient.

Functionality 3 z Event Detecting

The aim of thisfunctionality is to processcity data in order to detect events of interest providing
capabilities for both event processing and stream processing. Input data of this subcomponents
will be data coming from sensors, web pagesic., provided by the City Resource Access module
Outputs are the detected events

Functionality 4 z Data Aggregating

The information is gathered, grouped, and summarized to obtain abstract or highdevels of
knowledge. Raw datais aggregated over a given time period or some specified properties to
provide statistics such as average, minimum, maximum, sum, coyetc

M 5
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3.2.2 Implementation details andnternal Architecture

3.2.2.1 Internal Architecture

The Data Event Pocessingcomponentwith respect to BigClouT architecture is shown irFigure
3. It belongs tothe City Data Processindvlodule. Its internal architecture is shown inFigure 4. As
shown in the figure, Data Event Pocessing directly acceps either historical data or (near) reat
time data from the City Resource Accesdodule of the BigClouTthrough 1/0O manager. Then, the
accepted dataare manipulated by applying various functions for diferent purposes. Four main
manipulating functions provided by this component are data filtering, datajoining, event
detecting, and data/event aggregatingThe final products of Data Event fcessing are filtered
data,joint data, detected eventsand aggregatd data, which are sent to other components dhe
City Data Processingvodule for further analysis to get more useful information.l/O manager is
also responsble for dispatching the outputs of Data Event Processing to other componentstog
City Data Processing Module.

Security &
3 Dependability
0
Application Application Application
City Data Processing
Development & Deployment Platform
; : Data/Event Processing
Service Composition Trust
T —— and
9 Edge Composer o
5 —
A=
On Demand & Historica
Subscription Data Access Data Access 5
Heterogeneous Data Warehouse Accounting
=
Edge Storage & Computing Cloud Storage & Computing
Edge Computing
Management

Constraint Dependability
o — Sensorization Managemer engine Edge Storage - ‘T' . Cloud Storage Framework
=} and Crowdsensing - § Computing Connector

- o— Management P -onnecto
Actuatorisation PECRSS as a Service
Wrapping
—]
vile Apps loT Devices Edge Nodes Cloud Storage as a
Service

"
2
=
T —
w
F
g

FIGURE3: DATAEVENTPROCESSING IN BIGAUD ARCHITECTURE
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City Data Processing

Context Management & Self-Awareness
Machine Learning

Big Data Analysis

Data/Event Processing

Historical| (Near) Real-time Data
Data

City Resource Access

FIGURE4A INTERNAL ARCHITECTUROF DATAEVENT PROCESSING

3.2.2.2 Relationship between Each Functionality

All functionalities of the Data Event Processing are interrelatedo each otherin terms of
dispatching processing data back and forthwhich is depicted inFigure 5, Figure 6, Figure 7 and
Figure 8.

The sequence diagram irFigure 5 describes the relations between functionalities of Data Event
Processingwith respect to the filtered data they exchange

The flow is initiated by the City Resource Access; it provides the Data Filtering subcomponent
with the historical or real-time or near reattime data coming from sensors, web pages, crowd
sensing, etc. conected to the BigClouT platform.

When new data arrive, the Data Filtering regularlyakes out unneeded information that does not
match the filtering conditions. Then, the filtered data is dispatched to the other subcomponents of
the Data Event Processing.

- o
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Data Event Processing Higher-level
components of
City Resource Access Data Filtering Data Joining Event Detecting Data Aggregating City Data
Processing
i(Near) Real-Time Dafa > Filtered Data iR : :
Historical Data -
: Detected Events
Filtered Data \r Joint Data
Detected Events
>
Joint Data -:_
Aggregated
Data
Filtered Data

FIGURES- EVENT DATA PROCESSINDATA FILTERINGEQUENCBIAGRAM

The sequence diagram ifrigure 6 describes the relations between functionaties of Data Event
Processing with respect to thgoint data they exchange.

The flow is initiated by the City Resource Acces®Vhen new data arrives, the Dataloining

regularly combinesdifferent city data into an integrated compact piece of informationThen, the
joint data is dispatched to theEvent Detecting or Data Aggregatingubcomponents of the Data
Event Processing.

Data Event Processing Higher-level
components of
City Resource Access Data Joining Event Detecting Data Aggregating City Data
: ‘ . ; Processing
i(Near) Real-Time Dafa - : i i é
Historical Data Joint Data
Detected Events \_
Detected Events - i
Joint Data N
: Aggregated
: Data

FIGURESG EVENT DATA PROCESSINDATAJOININGSEQUENCPBIAGRAM

The sequence diagram irrigure 7 describes the relations between functionalities of Data Event
Processing with respect to the detected events they exchange.

The flow is initiated by the City Resource Access. Wh new data arrive, the Event Detecting
regularly executes a process to check if incoming data match with events of interest; when an
event of interest is detected (represented in the sequence diagram with the label "Detected
Event"), and the data aredispatched to the other logical subcomponets of the City Data
Processingor to higher-level components of the City Data Processing Module

M o
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FIGURE7 EVENT DATA PROCESSINEVENT DETECTINGEQUENCBIAGRAM

The sequence diagram irFFigure 8 depicts the relations between functionalities of Data Event
Processing with other higherlevel components of City Data Processing in tersof the aggregated
data they exchange.

The flow is initiated by the City Resource Access. When new data arrive, thata Aggregating
groups and summarigs the obtained data to get higheflevel of knowledge by applying various
aggregating operations, such as average, minimummaximum, sum etc. The aggregated results
are dispatched to the otherhigher-level logical subcomponents of the City Data Processing, in
particular to Big Data Analysis and to Coeit Management & SelAwareness

. . Higher-level
City Resource Access Data Aggregating components of
i i City Data
/(Near) Real-Time Dafa - Processing
Historical Data d ;
Aggregatedi
Data

FIGURES EVENT DATA PROCESSINDATA AGGREGATINSEQUENCBIAGRAM
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3.2.3 Interfaces and Integration

3.2.4 Integration

I/O manager of the Data Event Processingcomponent is responsible for dealingwith and
accepting data streams from the City Resource Access mod(iegure 4). City data from the City
Resource Access module is accessible by either HTTP request or REST RRinks to the well-
defined I/O manager, Data Event Processing can connect with City Resource Access module with
minimum customisation to the 1/0O manager by either:

1. Direct Connector : Directly add functions to the I/O manageof the Data Event Processing
to read/access city data fromthe City Resource Access module.

2. Socket Stream Connector: The City Resource Access module directly sends the city data
to the Data Event Processingomponent

Both approachescan be done either in a synchronous way (client/server mode) oin an
asynchronous way (publish/subscribe mode)by requesting or subscribing for city data from the
City Resource Access module

Notice that, the above methods require the registration of schema of the city data the I/O
manager of Data Event ProcessingThe schema isn JSON formatextual document Figure 9
shows a sample schema of city data.

“information_source_schema":

"name"

iption": "name"

ountFACT": {

FIGURES SAMPLE SCHEMA OF I DATA

In addition, 1/O manager is alsaresponsible for dispatching the output of Data Event Procesing
to other logical subcomponents of the City Data Processing.

- - Rl
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3.2.5 Input and Output Specifications

The Data Event Processing module accepts any data streams of JSON format from the City
Resource Access modul&@he output is in JISON document format.

For examge, a sample element is shown irFigure 10 below. For this sample element, the
attributes are: prodID, supplD, promolD, custlID, custName, stdi®, storeArea, and
salesAmountFact

FIGURELO SAMPLE INPUT ELEMENT

3.2.6 Performance, Evaluation and Stresgssts

Data Event Processing casfficiently processlarge-scalecity data. Stresstests were performed

and the results were shown inFigure 11. The tested queries involve joining two different streams.

Asit can be seen, Data Event Processinghose two execution modes are shown in the figurean
efficiently process data streams withmore than 100k tuples/s, which is good enough for realife

big data processingfor BigClouTj AO D OAOAT OAA ET $p8t O5DPAAOAA
Architecture).

FIGUREL1 MAXIMUM SYSTEM THR@MHPUT EVALUATION





















































































































