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ABSTRACT 

The BigClouT project has developed a Smart City architecture focused on gathering and exploiting city 
wide big data that can be harnessed to improve the lives of citizens ï enhancing their ócloutô in the day 
to day running of the city. The overall architecture has been implemented and deployed in a number of 
Smart City trials. This deliverable reports on the experiences using the BigClouT platform instantiations 
and associated core components as they are deployed in aid of smart city programmability. 

City pilots and trials have taken place at all of the four core cities in BigClouT with each city using a 
specific instance of the BigClouT platform and a number of components, picked to meet the needs of 
their trial. Experiences from these initial pilots and trials, as well as a number of internal demonstrators 
are presented. 
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European Commission (grant agreement n° 723139) and NICT from Japan (management number 
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document, which is merely representing the view of the project consortium. This document is subject 
to change without notice. 
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1 INTRODUCTION 

This deliverable describes the experiences of the project partners using the BigClouT architecture 
and tools. It focuses on the use of the tools in the trials and the partner experience using the 
BigClouT system and tools for trial development. 

The BigClouT project has developed a Smart City architecture focused on gathering and exploiting 
city wide big data that can be harnessed to improve the lives of citizens ɀ ÅÎÈÁÎÃÉÎÇ ÔÈÅÉÒ ȬÃÌÏÕÔȭ 
in the day-to-day running of the city. The overall architecture has been implemented and deployed 
in a number of Smart City trials. City pilots and trials have taken place at all of the four core cities 
in BigClouT with each city using a specific instance of the BigClouT platform and a number of 
components, picked to meet the needs of their trial. Experiences from these initial pilots and trials, 
as well as a number of internal demonstrators are presented. 

The overall goal of the BigClouT project has been to design a flexible smart city architecture, 
allowing individual cities to pick and choose the appropriate components for their specific needs. 
Related to this is a desire to ensure that whatever combination of architectural components are 
chosen, programming smart city applications on that set of components is easy and as intuitive as 
possible. 

In this report, we provide an outline of the overall architecture of BigClouT and discuss its 
flexibility. We then introduce the core instantiations of BigClouT, the sensiNact platform used in 
a number of trials including trials in Grenoble and the SoxFire/Distributed Node Red platform 
used in Fujisawa. These two instantiations have integration points which are highlighted. In 
addition to the core platforms, BigClouT has also developed a set of system components that 
implement core functionality of the architecture but are available as standalone components that 
can be used with either platform as part of a city trial. The deliverable also introduces these core 
components. 

In all cases, we report on the platform and component usage, and attempt to derive lessons and 
experiences from using the BigClouT technologies. The aim of the report is to reflect on those 
experiences and feed into the final 6 months of the project to improve the final trial results.  

Note this deliverable was slightly delayed allowing initial trials to finish and report on 
experiences. 

2 OVERALL BIGCLOUT ARCHITECTURE AND TOOLS 

This section provides an overview of BigClouT architecture and summarizes its main concepts 
and element. 

BigClouT architecture has been firstly introduced and described in document "D.1.3 First 
BigClouT Architecture" and its final version has been presented in "D1.4 Updated use cases, 
requirements and architecture". The BigClouT architecture extends the architecture defined in 
ClouT project adding new functionalities and capabilities, such as Big Data analysis, Edge 
computing, etc. 

2.1 BigClouT system architecture 

BigClouT architecture, depicted in Figure 1, is composed of three main layers: 
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¶ CIaaS (City Infrastructure as a Service): which allows to access and perform actions on 
City Entities; 

¶ CPaaS (City Platform as a Service): which provides functionalities to compose services and 
applications and to access, analyse and visualize data;   

¶ CSaaS (City Software as a Service): which contains the applications made on top of 
functionalities exposed by the two previous layers. 

 

FIGURE 1: BIGCLOUT ARCHITECTURE 

Along with the three main layers, the City Entities layers is reported in the architecture. This layer 
is not strictly part of the architecture and it contains the data sources used to exploit BigClouT's 
functionalities. Moreover, BigClouT Security and Dependability layer is reported, this layer is 
cross to the CIaaS, CPaaS and CSaaS and its main role is to deal with security aspects of the 
platform.  

The BigClouT main functionalities are provided by the two layers CIaaS and CPaaS. These two 
layers are composed by several modules and submodules. In particular, CIaaS layer is composed 
by the following modules: 

¶ Data Collection and Redistribution and Homogeneous access:  which collects city data, 
provides the access to it and manages the interactions with actuators. This module 
exposes these functionalities thanks to its submodules: Sensorisation and Actuatorisation; 
Crowdsensing; and IoT Kernel. 
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¶ Edge Storage & Computing: which manages edge storage and processing capabilities 
thanks to its submodules: Edge Computing Management and Edge Storage Management. 

¶ Cloud Storage & Computing: which manages cloud computational and storage resources 
allowing to interact with them thanks to its submodules: Cloud Computing Connector, 
Cloud Storage Connector and Meta-Data Storage. 

CPaaS layer is composed by the following modules: 

¶ City Resource Access: which provides access to some of the functionalities exposed by 
the CIaaS layer (for instance, it allows to access historical data and (near) real-time data 
and to perform action on City Entities) thanks to its submodules: City Action Access and 
City Data Access. 

¶ City Service Composition:  which allows to develop and deploy application on top of 
CIaaS layer thanks to its submodules: Development & Deployment Platform, Service 
Composition and Edge Composer. 

¶ City Data Processing: which provides capabilities to perform data/event processing, big 
data analysis and visualization, context management thanks to its submodules: Big Data 
Analysis; Visualization; Machine Learning, Predictive Modelling and Decision Making; 
Data/Event Processing; Context Management & Self-Awareness. 

3 PROGRAMMABILITY 

BigClouT has developed a number of tools to enhance programmability, these include the tools 
developed for the sensiNact instance of the BigClouT architecture, the Node Red based BigClouT 
visual programming tool, D-NR and the tools and libraries developed for the SoxFire instantiation 
of the BigClouT architecture. This section discusses these technologies separately and describes 
their usage and experiences from application development for the core trials and for a set of small-
scale demos. 

3.1 sensiNact  

3.1.1 Overview 

The Eclipse sensiNact consists of a software platform enabling the collection, processing and 
redistribution of any data relevant to improving the quality of life of urban citizens, programming 
interfaces allowing different modes of access to data (on-demand, periodic, historic, etc.) and 
application development and deployment to easily and rapidly build innovative applications on 
top of the platform. 
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FIGURE 2: OVERVIEW OF SENSINACT PLATFORM AND STUDIO 

At the heart of sensiNact lies its service-oriented approach in which IoT devices expose their 
functionalities in terms of services (temperature service, presence detection service, air quality 
monitoring service, alarm service, etc.). Each service then exposes one or several resources such 
as sensor data or actions. Building applications thus become a matter of composing sensing 
services with actuation services. Loosely coupling between the devices and the services they 
implement makes the composition of services more dynamic and adaptable to the changing 
context, not only in the software environment (increasing CPU or memory usage, low battery, 
reducing quality of measures, etc.) but also in the physical environment (replacing sensors, 
changing localization, etc.). 

3.1.2 Trials/pilots using tools 

The main trial that used the sensiNact platform is the Grenoble trial. Located in Grenoble, CEA-
LETI has been the main partner of the Grenoble pilot deployment.  

The use case identified by the Greater Grenoble City Area is about increasing the quality of 
experience of employees in an industrial zone located in the Grenoble Greater Area, namely 
inovallée1. The objective is to provide to the employees working in the zone useful and practical 
real-time informat ion about the transportation, restaurant options, cultural or sport events taking 
place in the zone, etc. Besides, the information about the employees, their interests, localisation, 
preferred mobility modes, the usage of the mobile application provides useful information for the 
Innovallée association that is in charge of managing the zone.  

sensiNact gathers following data from various data sources:  

- Mobility related open data from Grenoble Metropole  
https://www.metromobilite.fr/pages/opendata/OpenData Api.html 

- Web service from the company Elior which is managing several restaurants in the zone. Other 
restaurants will be later integrated to the app.  

                                                             
1 https://www.inovallee.com/   

https://www.inovallee.com/
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- Event information from the Inovallée database. A new event management mechanism will be 
integrated soon. This new mechanism includes possibility for the users to create and publish 
events to the system. 

- Information about the companies located in the zone.  

- Other information that can be added in the future.   

In addition to the data gathered from those data sources, data generated by the users (usage of 
the mobile application, profile information, location information, events created by the users, etc.) 
will be collected by sensiNact in the 2nd version of the application. 

The important added value of the sensiNact is that all these information are available in one 
common place, with common APIs in a common data model, which facilitates the collection and 
analysis of the data. BigClouT tools analyse the data and provide personalised recommendations 
to the application users based on the context data they provide (localisation, user profiles, usage 
of different parts of the application, etc.). The Figure below illustrates the architecture of the 
integration work. 

 

 

FIGURE 3 : SENSINACT IN THE GRENOBLE - INOVALLÉE TRIAL  
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3.1.3 Experiences 

sensiNact has been already used in many IoT and smart city applications integrating various IoT 
protocols and data platforms. In this trial, we had the opportunity to use sensiNact in a very new 
domain: monitoring of industrial zones. This allowed us to validate the adaptability and 
extensibility of sensiNact in such new domain. This trial allowed us integration of at least 3 new 
data sources to sensiNact and apply our service/resource model to those new data sources. 

For instance the sensiNact model, which is based on three layer service provider -> service -> 
resource approach, has been applied in modeling of restaurants and mobility cases as illustrated 
in the Figure below. 

 

Figure 4: sensiNact resource model applied to the mobility and restaurant information model 

Thanks to the integration experience in the context of this trial, we could validate one of the main 
features the BigClouT data collection platform (aka sensiNact): easy and quick integration of new 
data sources.  

The following screenshots from the application shows the information gathered by the MyIno App 
from sensiNact. 

 

  
   

 

FIGURE 5: SCREENSHOTS FROM THE MYINO APP PROVIDING INFORMATION ABOUT MOBILITY, 
RESTAURANTS AND EVENTS 

Further analysis and evaluation on performance of the system and user satisfaction will 
performed in the coming months during and after the execution of the trial.  




























































