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1 Abstract

This report presents the different data and resources initiatives from the UTTER project in the
context of WP2. This includes a data survey (MS2) conducted by the consortium, as well as many
speech and textual resources, detailed below.

Related to the speech modality, the following contributions will be presented:

1. mHuBERT-147 data: 90K hours of speech multilingual data in 147 languages for self-supervised
training;

2. Speech-MASSIVE: a versatile multilingual speech dataset for spoken language understand-
ing in 12 languages (Spanish, Portuguese, Polish, German, Dutch, French, Hungarian, Rus-
sian, Turkish, Vietnamese, Arabic, and Korean).

Related to the textual modality, the following contributions will also be presented:

1. ELITR-bench: data augmentation of a popular meeting dataset for the meeting assistant use
case (English);

2. MAIA: dialog data collected for the customer care use case in three language pairs (English-
German, English-French and English-Portuguese) and emotion annotation;

3. PMIndiaSum: a multilingual and cross-lingual headline summarization dataset covering 14
Indian languages;

4. WMT 2023: test data for the machine translation task for 8 language pairs;

5. ACES and Span-ACES: translation accuracy challenge set in 146 languages with corres-
ponding benchmark covering 50 metrics form WMT 2022 and 2023;

6. OpenLID: an open dataset and model for language identification in 201 languages;

7. MULTI3NLU++: multilingual, multi-intent and multi-domain dataset for natual language
understanding in task-oriented dialogue in Spanish, Marathi, Turkish and Amharic.
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Popović, Mariya Shmatova. “Findings of the 2023 Con-
ference on Machine Translation (WMT23): LLMs Are Here
but Not Quite There Yet”. WMT 2023.

T2.1 Moghe §4.5 Chantal Amrhein, Nikita Moghe, Liane Guillou. “ACES:
Translation Accuracy Challenge Sets for Evaluating Ma-
chine Translation Metrics”. WMT 2022.

T2.1 Moghe §4.5 Nikita Moghe, Arnisa Fazla, Chantal Amrhein, Tom Kocmi,
Mark Steedman, Alexandra Birch, Rico Sennrich, Liane
Guillou. “Machine Translation Meta Evaluation through
Translation Accuracy Challenge Sets”. arXiv, 2024.

T2.1 Burchell §4.6 Laurie Burchell, Alexandra Birch, Nikolay Bogoychev,
Kenneth Heafield. “An Open Dataset and Model for Lan-
guage Identification”. ACL 2023.

Table 1: List of publications to be discussed

page 5 of 40



UTTER HORIZON-CL4-2021-HUMAN-01-13 D13

Task Who is reporting Paper

T2.2 Farinha §5.1 Ana C Farinha, M. Amin Farajian, Marianna Buchicchio,
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3 Introduction

3.1 Objectives

Proposal

“Gather, annotate and collect language data to achieve UTTER ’s objectives.”

Work Completed

We conducted a data survey, which allowed us to understand the data needs of the UTTER partners,
and direct our data collection efforts accordingly. For speech, we gathered a massive amount
of speech in 147 languages for self-supervised training. We also released a multilingual speech
datasets for spoken language understanding in 12 languages (Speech-MASSIVE).

For text we released two datasets related to WP7, one for each use-case. We also released datasets
for summarization (PMIndiaSum), natural language understanding (MULTI3NLU++), machine
translation test data (WMT 2023), translation accuracy challenge data (ACES and SpanACES),
and language identification (OpenLID).

4 Task T2.1: Identifying, collecting and evaluating monolingual and bi-
lingual written and spoken language resources

Proposal

“We will provide an interface to access the very large multilingual text datasets created during the
BigScience research workshop. Those datasets cover a variety of scenario including transcription
of spoken dialogues. We will also provide a unified access to multiple downstream translation
datasets. On the speech side, we will analyse existing data sets for speech recognition and their
relevance for the target task. Open-sourced large-scale audio data is mostly based on read out
audiobooks (such as LibriSpeech). Real-world audio data, such as conversational audio data (AMI,
Fisher, Switchboard) is much smaller in size and often not freely available. Various combinations
and strategies for augmenting the datasets will be investigated, including using podcasts, informed
by the data governance and ethics work accomplished during the BigScience project.”

Work Completed

We survey existing textual and spoken resources, making them available internally for the consor-
tium in a convenient format. With the exit of HuggingFace from the consortium, we shift our focus
from BigScience, as we do not have access to their data.

For speech, we describe the speech dataset for the training of our speech foundation model mHuBERT-
147. We also enrich a popular natural language understanding corpus called MASSIVE with
speech recordings in 12 languages. For text, we present two contributions related to machine
translation: the WMT 2023 test sets, and the translation accuracy challenge data. We also present
a language identification dataset covering 201 languages.
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4.1 Survey of Available data (MS2)

For M3, we conducted a survey of available relevant speech and textual data necessary to accom-
plish UTTER objectives. We met with all WP leaders, and listed the tasks they were planning to
explore, and the type of data they found necessary. The main objective of this milestone was to
identify data needs and data-related bottlenecks that the consortium could potentially face during
the execution of the project.

Relevant data for us meant data that matched our use cases, our target languages and/or tasks. For
this project the relevant languages are: Dutch, English, French, German, Portuguese (Euopean) and
Korean. Our relevant tasks are (as defined by the WP leaders): Emotion Recognition (from text),
Emotion Recognition (from speech), Machine Translation, Minuting, SSL for speech/multimodal
pre-training, Speech Translation, Speech Recognition, Summarization.

Format: For this survey, we opted for an interactive format. We host google Drive tables that
can be filtered and sorted for easy search. We split information in three tables, that we now detail.

• General Table: contains basic information for all datasets: dataset name, languages, mod-
ality, task, domain, size (GB), license, download URL, reference link, UTTER use case and
short description.

• Speech Datasets: details content of speech datasets, including (if applicable): languages
(speech), languages (aligned text), duration (hours), number of utterances, speech style,
number of speakers, gender information, accent information, emotion labeling, number of
utterances with text, number of tokens (text), number of types (text), HuggingFace datasets
page.

• Text Datasets: details content for speech datasets, including general statistics (number of
sentences, types and tokens) for both source and target languages; emotion labeling and
HuggingFace datasets page.

For each dataset included in our survey, the procedure was to first fill information in the general
table. Then, depending on the modality of the dataset, speech and/or text Dataset tables were filled.

Surveyed Data: We gathered 207 datasets, corresponding to 91 datasets and approximately
10TB of data. Figure 1 presents language representation and percentage of datasets corresponding
to one of our two use-cases.

For speech we collected 84 language direction pairs, corresponding to 212,758 hours of speech.
This corresponded to 68,154 hours of speech with gender information, 14,783 hours of accented
speech (all languages but Korean), 460 hours of emotional speech labeled (French, English and
Korean), and 16 speech styles identified (top 3: “Podcasts”, “Spontaneous” and “Read”). Figure 2
presents an overview.

For text we collected 141 language direction pairs, corresponding to over 3.8 billion sentences.
From these, 808,487 sentences with text summaries (English, German, French, Korean), 522,108
sentences with emotion labels (English, German, French, Korean), 152,155 sentences from dia-
logue datasets (English, German, Portuguese, French).
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Figure 1: MS2 survey overview.

Figure 2: MS2 survey overview for speech datasets.

Findings: We verify that there is enough data for Speech Recognition and Machine Translation
across all UTTER languages. For Speech Translation, there is enough data via pipeline approach
(ASR+MT). Emotion Recognition (from speech) is achievable in English, French, Korean for the
meeting use case. Emotion Recognition (from text) is only relevant in English, for which there is
enough data. Minuting is possible in English and Portuguese. The data, made of publicly available
datasets, is available internally to the consortium in a convenient format.1

4.2 Data collected for the mHuBERT-147 model

We gathered 90,430 hours of speech from datasets with permissive licences in 147 languages.
For this multilingual collection, our goal was to prioritize linguistic diversity over data quantity
alone. Table 3 lists datasets and corresponding licences. Appendix Tables 11-16 list all languages
included with amount of data per dataset. Figure 3 presents an overview of this information. In
total, our training set spans 19 language families (sorted in decreasing order of data quantity):
Indo-European, Niger-Congo, Uralic, Afro-Asiatic, Constructed (Esperanto), Turkic, Dravidian,
Sino-Tibetan, Austronesian, Koreanic, Kra-Dai, Japonic, Language isolate (Basque), Kartvelian,
Austroasiatic, Mongolic, Northwest Caucasian, Creole and Tupian.

Dataset Pre-processing and Filtering

For training mHuBERT-147, we follow the default HuBERT pre-processing guidelines (Hsu et al.,
2021). For all datasets, the speech data is converted to 16-bit 16kHz WAV files. Volume reduction

1 https://docs.google.com/spreadsheets/d/1swmj2SrCU3U6SP5uaVouSUCZ0YsdUJsSomcYX3cfDsY/
edit?usp=sharing

page 9 of 40

https://docs.google.com/spreadsheets/d/1swmj2SrCU3U6SP5uaVouSUCZ0YsdUJsSomcYX3cfDsY/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1swmj2SrCU3U6SP5uaVouSUCZ0YsdUJsSomcYX3cfDsY/edit?usp=sharing


UTTER HORIZON-CL4-2021-HUMAN-01-13 D13

Figure 3: Speech data amount per language in a logarithmic scale. Colors correspond to differ-
ent levels of speech resourcefulness: ≥ 800 h (blue), ≥ 100 h (green), ≥ 50 h (orange),
≥ 10 h (red), ≤ 10 h (purple). Some languages are excluded from the plot. Best seen in
color.

of 5% if applied for datasets in which we observe excessive clipping during conversion. Data is
filtered to the interval of [2, 30]s. Speech utterances longer than 30s or shorter than 2s are discarded
unless stated otherwise. For TTS/ASR/ST datasets, only the training set is used, no development
or test data is included in any case in order to avoid potential data contamination. We now detail
dataset-specific pre-processing.

• B-TTS: all short utterances (< 2s) are concatenated to minimum size (2s). This process is
performed for the following languages: Akwapem Twi, Asante Twi, Hausa and Yoruba.

• IISc-MILE: all short utterances for Kannada (< 2s) are concatenated to minimum size (2s).

• JVS: all short utterances for Japanese (< 2s) are concatenated to minimum size (2s).

• VL: manual inspection revealed that some language splits contained a considerable amount
of music, noise and silence-only files. These occurrences were more frequent in less-
resourced languages. In order to increase the quality of the data we feed into our self-
supervised models, and to correctly estimate the amount of speech data per language they
learn from, we filtered this dataset using the inaSpeechSegmenter tool (Doukhan et al.,
2018). Using this tool’s default settings, and knowing that the average utterance length for
this dataset is 9s, we classify a file as music if a music event is detected for longer than 2s.
Similarly, a file is classified as noise if there is a noise event for longer than 2s, or if a non
energy event (i.e. silence) is detected for longer than 5s. These settings were optimized us-
ing Cebuano, a language for which we observed a significant amount of noisy utterances. In
total, we removed over 332K potentially noisy utterances (249K music, 83K noise/silence).

• VP: for languages that are already well represented in the multilingual collection (i.e. more
than 1,000 hours of speech data in Tables 11-16), we use only the 10k subset of VP, corres-
ponding to the years of 2019 and 2020. The languages in this setting are German, English,
Spanish, French and Dutch. For the remainder, we extract talks from 2017 to 2020 (100k VP
split). The languages in this setting are Bulgarian, Czech, Danish, Greek, Estonian, Finnish,
Croatian, Hungarian, Italian, Lithuanian, Latvian, Maltese, Polish, Portuguese, Romanian,
Slovak, Slovenian and Swedish.
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Dataset Full Name License Download URL

Aishell Aishell (Bu et al., 2017) Apache License 2.0 https://www.openslr.org/33/
Aishell-3 AISHELL-3 (Shi et al., 2015) Apache License 2.0 https://www.openslr.org/93/
B-TTS BibleTTS (Meyer et al., 2022) CC BY-SA 4.0 http://www.openslr.org/129/
Clovacall ClovaCall (Ha et al., 2020) MIT https://github.com/clovaai/ClovaCall
CV Common Voice version 11.0 (Ardila et al., 2020a) CC BY-SA 3.0 https://commonvoice.mozilla.org/en/datasets

G-TTS

High quality TTS data for Javanese (Sodimana et al., 2018) CC BY-SA 4.0 http://www.openslr.org/41/
High quality TTS data for Khmer (Sodimana et al., 2018) CC BY-SA 4.0 http://www.openslr.org/42/
High quality TTS data for Nepali (Sodimana et al., 2018) CC BY-SA 4.0 http://www.openslr.org/43/
High quality TTS data for Sundanese(Sodimana et al., 2018) CC BY-SA 4.0 http://www.openslr.org/44/
High quality TTS data for four South African languages (van Niekerk et al., 2017) CC BY-SA 4.0 http://www.openslr.org/32/
High quality TTS data for Bengali languages (Sodimana et al., 2018) CC BY-SA 4.0 https://www.openslr.org/37/

IISc-MILE IISc-MILE Tamil ASR Corpus (A et al., 2022a), (A et al., 2022b) CC BY 2.0 https://www.openslr.org/127/
IISc-MILE Kannada ASR Corpus (A et al., 2022a), (A et al., 2022b) CC BY 2.0 http://www.openslr.org/126/

JVS Japanese versatile speech (Takamichi et al., 2019) CC BY-SA 4.0 https://sites.google.com/site/shinnosuketakamichi/research-topics/jvs corpus
Kokoro Kokoro CC0 https://github.com/kaiidams/Kokoro-Speech-Dataset
kosp2e Korean Speech to English Translation Corpus (Cho et al., 2021) CC0 https://github.com/warnikchow/kosp2e
MS MediaSpeech(Kolobov et al., 2021) CC BY 4.0 https://www.openslr.org/108/
MLS Multilingual LibriSpeech (Pratap et al., 2020a) CC BY 4.0 http://www.openslr.org/94/
Samrómur Samrómur Unverified 22.07 (Hedström et al., 2022) CC BY 4.0 https://www.openslr.org/128/
THCHS-30 THCHS-30 (Dong Wang, 2015) Apache License 2.0 https://www.openslr.org/18/
THUYG-20 THUYG-20 (Roze et al., 2015),(Rozi et al., 2015) Apache License 2.0 https://www.openslr.org/22/
VL VoxLingua107(Valk and Alumäe, 2021) CC BY 4.0 https://bark.phon.ioc.ee/voxlingua107/
VP VoxPopuli (Wang et al., 2021) CC0 https://github.com/facebookresearch/voxpopuli/

Table 3: List of datasets used for training mHuBERT-147models, their corresponding abbreviation used
throughout the paper (left), licenses and links used for download.

Data Overlap with Existing Pre-trained Multilingual SSL Models

XLSR-53 XLS-R MMS mHuBERT-147

BABEL (Gales et al., 2014) ✓ ✓ ✓

CV v2 ✓ ✓ ✓ ✓

CV v6 ✓ ✓ ✓

CV v9 ✓ ✓

CV v11 ✓

MLS ✓ ✓ ✓ ✓

VP ✓ ✓ down-sampled
VL ✓ ✓ down-sampled

MMS-lab-U (Pratap et al., 2023) ✓

Aishell ✓

AIshell-3 ✓

B-TTS ✓

Clovacall ✓

G-TTS ✓

IIScMILE ✓

JVS ✓

Kokoro ✓

kosp2e ✓

MS ✓

Samrómur ✓

THCHS-30 ✓

THUYG-20 ✓

Table 4: Datasets included in the training of the multilingual models we consider the most comparable
to the mHuBERT-147 models. For mHuBERT-147 datasets, detailed dataset information can
be found in Table 3. We highlight that although here we consider previous versions of CV as
being entirely comprised on later versions, this is a simplification, and some files might have
been removed due to speakers requests or number of downvotes.

Table 4 presents the overlap between the datasets included in mHuBERT-147models and the multi-
lingual wav2vec 2.0 models (Baevski et al., 2020): XLSR-53 (Conneau et al., 2021), XLS-R (Babu
et al., 2021) and MMS (Pratap et al., 2023). We do not consider multilingual HuBERT models,
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because the ones we are aware of (mHuBERT (Lee et al., 2021), Duquenne et al. (2022)), are very
limited in the number of languages covered, and trained on VP only. Looking at the Table, we see
that the model most similar to ours in terms of dataset overlap is XLS-R, with only BABEL not
included in our training. This dataset is not freely available, and it comprises speech data in 17
low-resource African and Asian languages: Assamese, Bengali, Cantonese, Cebuano, Georgian,
Haitian, Kazakh, Lao, Northern Kurdish, Pashto, Swahili, Tagalog, Tamil, Tok Pisin, Turkish, Vi-
etnamese and Zulu. Of these, the only language we did not find an openly available dataset for
was Zulu. Thus, mHuBERT-147 covers 127 of the 128 languages of XLS-R, while supporting 20
additional languages.

This dataset is part of an Interspeech 2024 submission. Due to their anonymity rules, we do not
share the data repository for now. It will be made publicly available after the 06/06/2024.

4.3 Speech-MASSIVE: a versatile multilingual speech dataset for SLU and beyond

We expand the MASSIVE dataset (FitzGerald et al., 2022) from its initial text-based format to
include speech data. THe original MASSIVE features 1 million realistic, labeled virtual assistant
utterances spanning 51 languages, 18 domains, 60 intents, and 55 slots. Our motivation stems
from the scarcity of massively multilingual Spoken Language Understanding (SLU) datasets in the
research community and the increasing demand for versatile speech datasets to evaluate foundation
models (LLMs, speech encoders) for multiple tasks across diverse languages.

To meet this demand, we augment the MASSIVE dataset with spoken versions in 12 languages –
Arabic, German, Spanish, French, Hungarian, Korean, Dutch, Polish, Portuguese, Russian, Turk-
ish, and Vietnamese – leveraging the Prolific2 crowdsourcing platform with rigourous quality con-
trols. Our contributions include creating and sharing a multimodal, multi-task, and multilingual
dataset characterized by high parallelism between tasks. We also believe that this dataset can be
useful for various other tasks such as speech transcription, language identification, and speech
translation.

Related Work. While several massively multilingual datasets have emerged recently, such as
CommonVoice (Ardila et al., 2020b), FLEURS (Conneau et al., 2022), MaSS (Zanon Boito et al.,
2020), and MLS (Pratap et al., 2020b), they primarily focus on Automatic Speech Recognition
(ASR). Additionally, datasets for speech translation (ST) have been introduced, exhibiting a certain
level of parallelism, which makes them applicable for both ASR and ST tasks. Examples include
MuST-C (Di Gangi et al., 2019), mTEDx (Salesky et al., 2021), Europarl-ST (Iranzo-Sánchez
et al., 2020), and CoVoST (Wang et al., 2020). However, it is only recently that more versatile
multilingual speech datasets capable of benchmarking speech foundation models for multiple tasks
have emerged, such as ML-SUPERB (Shi et al., 2023). Nevertheless, even ML-SUPERB remains
confined to a few tasks, predominantly ASR, phone recognition and Language Identification (LID).

Our contribution, Speech-MASSIVE, offers unique versatility, allowing assessment across various
speech technology tasks such as ASR, ST, Spoken Language Understanding (SLU), LID, and oth-
ers. Additionally, it provides a reasonable degree of multilinguality, encompassing 12 languages
from diverse language families.

2 https://www.prolific.com/
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4.3.1 The Speech-MASSIVE dataset

MASSIVE multilingual dataset. We extend MASSIVE (FitzGerald et al., 2022), originally a
text-only dataset, to incorporate a multimodal aspect through speech. The original MASSIVE
dataset was created by tasking professional translators with localizing the English-only SLURP
dataset (Bastianelli et al., 2020) into 50 languages. Overall, it contains 1 million labeled utterances
across 18 domains, encompassing 60 intentions and 55 slots.

Choice of 12 languages for recording. We selected 12 languages based on various criteria,
aiming to record a minimum of 5,000 samples per language while maximizing the diversity of
speakers. Initially, we considered the number of users on the crowdsourcing platform, Prolific,
sorting the 51 languages covered in (FitzGerald et al., 2022). Languages with no registered users
were excluded, followed by those with less than 200 users. Additionally, the language it-IT was
removed due to the availability of the full dataset elsewhere (Koudounas et al., 2023). Finally,
from the remaining 18 languages, we prioritized a balance between budget considerations and
linguistic diversity, resulting in the selection of Spanish, European Portuguese, Polish, German,
Dutch, French, Hungarian, Russian, Turkish, Vietnamese, Arabic, and Korean.

Summary of the Prolific data collection

We created the speech counterpart of textual MASSIVE data by recruiting native speakers3 through
the Prolific crowdsourcing platform.

Speech data collection and validation process. A first group of workers was instructed to
record the spoken version of MASSIVE sentences with guidelines emphasizing the importance of
accurate and natural reading, as well as proper recording conditions and strict adherence to the
corresponding text. To ensure high final data quality, a second group of native speakers validated
the recorded utterances. During validation, participants were directed to read the original text,
listen to the recording, and label it as valid or invalid. Those marked as invalid underwent a
second iteration of this two-step (recording and validation) process. After the second iteration, the
process concluded, irrespective of the outcome of the second validation phase, to avoid potentially
endless cycles. This decision was also informed by the observation that, upon inspecting the invalid
recordings, we found some were marked as such not due to a lack of adherence of the speech to
the text but because of grammatical errors in the original MASSIVE dataset text. Correcting these
errors was beyond the scope of our work.

To further enhance the reliability of the collected dataset, we implemented two additional precau-
tions. During the recording phase, we instructed participants to review their own recordings before
proceeding to the next sample, allowing them to re-record if the audio was not properly acquired.
Additionally, in the validation step, four speech utterances were chosen from Common Voice and
inserted among the samples for validation. Out of these four quality control samples, two inten-
tionally featured audio-transcript mismatches to be marked as invalid. The other two cases had
perfect audio-transcript alignment to be marked as valid. Care was taken to select quality control
samples with clear and intelligible audio. Validation results from a Prolific user were retained only
if they accurately assessed all four quality control samples. Any mistakes led to the disregarding

3 Compensated £9 per hour.
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of their validations, requiring the entire set of samples from that user to be re-validated by other
participants.

Overall statistics We collected speech recordings for the development and test splits of MASSIVE.
Obtaining the entire training dataset, which includes 11,514 utterances per language across all 12
languages, exceeded our budget constraints. In a concession, our emphasis was placed on acquiring
comprehensive training data for French and German, while we obtained limited few-shot training
data consisting of 115 utterances from the training set for the remaining 10 languages (train-115
split).

lang split # sample # valid # hrs total spk (M/F/U) WER CER

ar-SA
dev 2033 2027 2.12 36 (22/14/0) 31.78 13.59
test 2974 2962 3.23 37 (15/17/5) 33.96 14.84

de-DE
train-full 11514 11201 12.61 117 (50/63/4) - -

dev 2033 2032 2.33 68 (35/32/1) 10.13 2.04
test 2974 2969 3.41 82 (36/36/10) 10.59 2.23

es-ES
dev 2033 2024 2.53 109 (51/53/5) 6.11 1.47
test 2974 2948 3.61 85 (37/33/15) 7.27 2.05

fr-FR
train-full 11514 11481 12.42 103 (50/52/1) - -

dev 2033 2031 2.20 55 (26/26/3) 9.34 2.92
test 2974 2972 2.65 75 (31/35/9) 10.18 3.18

hu-HU
dev 2033 2019 2.27 69 (33/33/3) 25.44 9.77
test 2974 2932 3.30 55 (25/24/6) 20.35 4.65

ko-KR
dev 2033 2032 2.12 21 (8/13/0) 24.63 6.55
test 2974 2970 2.66 31 (10/18/3) 25.56 7.29

nl-NL
dev 2033 2032 2.14 37 (17/19/1) 9.76 2.36
test 2974 2959 3.30 100 (48/49/3) 9.32 2.3

pl-PL
dev 2033 2024 2.24 105 (50/52/3) 9.33 3.35
test 2974 2933 3.21 151 (73/71/7) 11.69 5.52

pt-PT
dev 2033 2031 2.20 107 (51/53/3) 9.97 3.5
test 2974 2967 3.25 102 (48/50/4) 10.33 3.45

ru-RU
dev 2033 2032 2.25 40 (7/31/2) 7.36 2.45
test 2974 2969 3.44 51 (25/23/3) 7.52 2.64

tr-TR
dev 2033 2030 2.17 71 (36/34/1) 15.8 3.4
test 2974 2950 3.00 42 (17/18/7) 17.17 3.73

vi-VN
dev 2033 1978 2.10 28 (13/14/1) 14.64 8.7
test 2974 2954 3.23 30 (11/14/5) 12.64 7.65

Table 5: Speech-MASSIVE’s overall statistics. ‘# hrs’ displays total recording duration for all samples
(including invalid), while ‘# spk (Male/Female/Unknown)’ indicates the number of total speak-
ers for all the samples (including invalid). The last 2 columns (‘WER’, and ‘CER’) provide
whisper-large-v3 evaluation scores.
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We provide statistics for the collected dataset,4 including, for each language, the available data
splits, the number of recordings, hours of speech, and speakers (total, male, female and unknown).
The “# valid” column indicates the count of human-validated utterances for each data split after
the two iterations. As a few speech recordings remained invalidated after our two recording-
validation cycles, we retained for each utterance the candidate with the lowest Word Error Rate
(WER) as transcribed using Whisper (Radford et al., 2022). This ensures speech availability for
all MASSIVE utterances, even if some may not perfectly align with the reference transcript. This
information is incorporated into the corpus metadata.

ASR assessment. To assess Speech-MASSIVE in multilingual ASR, we used Whisper, since it
is one of the recent state-of-the-art multilingual speech recognition models. We selected Whisper-
large-v3,5 utilizing it without additional fine-tuning for our ASR evaluation. Table 5 shows WER
and character error rate (CER) across languages and data splits. We compared ASR error rates
to those obtained on the FLEURS dataset (Conneau et al., 2022).6 FLEURS generally yields
lower WERs/CERs compared to Speech-MASSIVE. The same observation was made for Italian in
(Koudounas et al., 2023), which followed a recording methodology similar to ours. This suggests
that the higher WERs are likely due to the inherent difficulty of MASSIVE utterances compared to
those in FLEURS. Furthermore, there are still discrepancies between our Whisper model’s hypo-
theses and the references in the MASSIVE dataset (e.g., numbers reported in letters in MASSIVE
references), which we did not address as optimizing ASR WER was not our main goal. Finally,
we calculated the correlation coefficient between WERs (CER for Korean) on Speech-MASSIVE
and FLEURS, resulting in a value of 0.96. This shows that Whisper consistently performs across
both datasets, despite Speech-MASSIVE being more challenging than FLEURS for ASR.

This dataset is part of an Interspeech 2024 submission. Due to their anonymity rules, we do not
share the data repository for now. It will be made publicly available after the 06/06/2024.

4.4 WMT 2023 General MT Task Data

The WMT General MT task (formerly the WMT news translation task) is a long-running shared
task, where participants are asked to develop machine translation systems on provided data, and
to translate shared test sets with the systems. New training and test data is produced each year
for the task. The translations are evaluated for quality using human and automatic evaluation, and
compared to state-of-the-art commercial systems as well as human translation.

The organisation of the shared task is a large collaborative effort, and the involvement of UTTER
was in selecting part of the test sets, as well as preparing some of the training data to be used by par-
ticipants. For 2023 the test sets covered English↔Chinese, English↔German, English↔Hebrew,
English↔Japanese, English↔Russian, English↔Ukrainian, Czech↔Ukrainian and English→Czech.
We were responsible for selecting the news portions of the test sets for all languages apart from
Hebrew. In the training data, we updated the news crawl for 2022 – it contains ≈ 2B lines in 59
languages.

For full details of the tasks, refer to the overview paper (Kocmi et al., 2023).7

4 For brevity, we omit details on the train-115 split for 10 languages.
5 https://hf.co/openai/whisper-large-v3
6 Accessible for our 12 languages except Arabic at https://github.com/openai/whisper/discussions/1762
7 The datasets can be downloaded https://data-tmp.statmt.org/news-crawl/ and https://www2.statmt.org/wmt23/
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4.5 Translation Accuracy Challenge Sets

Recent machine translation (MT) metrics calibrate their effectiveness by correlating with human
judgement. However, these results are often obtained by averaging predictions across large test
sets without any insights into the strengths and weaknesses of these metrics across different error
types. Challenge sets are used to probe specific dimensions of metric behaviour but there are very
few such datasets and they either focus on a limited number of phenomena or a limited number
of language pairs. Particularly, exploring metric behaviour in the presence of accuracy errors in
machine translation is crucial as undetected errors can have severe consequences in certain domains
(e.g., legal, medical).

We introduce ACES, a contrastive challenge set spanning 146 language pairs, aimed at discovering
whether metrics can identify 68 translation accuracy errors. These phenomena range from basic
alterations at the word/character level to more intricate errors based on discourse and real-world
knowledge. We conducted a large-scale study by benchmarking ACES on 50 metrics submitted
to the WMT 2022 and 2023 metrics shared tasks. We benchmark metric performance, assess
their incremental performance over successive campaigns, and measure their sensitivity to a range
of linguistic phenomena. We also investigate claims that Large Language Models (LLMs) are
effective as MT evaluators, addressing the limitations of previous studies by providing a more
holistic evaluation that covers a range of linguistic phenomena and language pairs and includes
both low- and medium-resource languages.

Our results demonstrate that different metric families struggle with different phenomena and that
LLM-based methods fail to demonstrate reliable performance. Our analyses indicate that most
metrics ignore the source sentence, tend to prefer surface-level overlap and end up incorporating
properties of base models which are not always beneficial. To further encourage detailed evaluation
beyond singular scores, we expand ACES to include error span annotations, denoted as SPAN-
ACES and we use this dataset to evaluate span-based error metrics showing these metrics also
need considerable improvement.

Finally, we provide a set of recommendations for building better MT metrics, including focusing
on error labels instead of scores, ensembling, designing strategies to explicitly focus on the source
sentence, focusing on semantic content rather than relying on the lexical overlap, and choosing the
right base model for obtaining representations. See Amrhein et al. (2022) and Moghe et al. (2024)
for further details.

ACES and Span-ACES are publicly available on Huggingface.8

4.6 An Open Dataset and Model for Language Identification

Language identification (LID) is a foundational step in many NLP pipelines. It is used not only
to select data in the relevant language but also to exclude ‘noise’. For this reason, effective LID
systems are key for building useful and representative NLP applications.

Despite their importance, recent work has found that existing LID algorithms perform poorly in
practice compared to test performance (Caswell et al., 2020). The problem is particularly acute
for low-resource languages: Kreutzer et al. (2022) found a positive Spearman rank correlation
between quality of data and size of language for all of the LID-filtered multilingual datasets they

wmttest2023.src.zip .
8 https://huggingface.co/datasets/nikitam/ACES.
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studied. In addition, for a significant fraction of the language corpora they studied, less than half of
the sentences were in the correct language. They point out that such low-quality data not only leads
to poor performance in downstream tasks, but that it also contributes to ‘representation washing’,
where the community is given a false view of the actual progress of low-resource NLP.

For applications such as corpus filtering, LID systems need to be fast, reliable, and cover as many
languages as possible. There are several open LID models offering quick classification and high
language coverage, such as CLD3 or the work of Costa-jussà et al. (2022). However, to the best of
our knowledge, none of the commonly-used scalable LID systems make their training data public.

To address this gap, we provided OpenLID, a curated and open dataset covering 201 language
varieties. The majority of our source datasets were derived from news sites, Wikipedia, or religious
text, though some come from other domains (e.g. transcribed conversations, literature, or social
media). We audited a sample from each source and each language making up this dataset manually
to ensure quality. The final dataset contains 121 million lines of data in 201 language classes.
Before sampling, the mean number of lines per language is 602,812. The smallest class contains
532 lines of data (South Azerbaijani) and the largest contains 7.5 million lines of data (English).

We also trained the OpenLID LID model using this dataset and showed that it outperformed ex-
isting open LID models, achieving a macroaverage F1 score of 0.93 over 201 language classes.
We made this model publicly available and it is now used by the Wikimedia Foundation (among
others).

Further details on the dataset and model are available in Burchell et al. (2023). The OpenLID
dataset is publicly available through GitHub9 and on Huggingface.10 The OpenLID LID model
trained on this dataset is publicly available either through the same GitHub repository or on Hug-
gingFace.11

5 Task T2.2: Data for dialogue

Proposal

“We will develop new data sets which are useful for dialogue translation for both text and speech
modalities. This will involve collecting and curating already existing conversational parallel data
(e.g. from repositories such as OPUS), translating monolingual dialogue data, as well as collecting
new data as part of the development of the use cases described in WP6. A multilingual chat dataset
will be created, anonymised, and curated with real-world customer care bilingual dialogue by
Unbabel. For speech translation, medium-size parallel speech-text datasets already exist such as
MUST-C, Europarl-ST,and CoVoST2. However, those corpora deal with translation of TED talks,
parliament speeches and read speech respectively. As our focus is on dialog, those corpora are
rather off-domain and we will have to create datasets for the dialog translation use case. Possible
starting point to obtain more in-domain speech data is to ask speakers to record speech from the
source of existing (and bigger) conversational parallel texts. We may also leverage monolingual
dialog speech for self-supervised pre-training.”

9 https://github.com/laurieburchell/open-lid-dataset
10https://huggingface.co/datasets/laurievb/open-lid-dataset
11https://huggingface.co/laurievb/OpenLID
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Work Completed

In the context of the customer service assistant, we release the MAIA bilingual dialog dataset. We
also conducted comprehensive emotion and dialogue quality annotations, that we make available
to the community. Finally, we release a multilingual, multi-intent, multi-domain dataset for natural
language understanding in task-oriented dialogue.

5.1 Customer Service Assistant: MAIA dataset

For the customer care use case, we compiled the Unbabel’s MAIA Dataset (Martins et al., 2020)
that was released on the WMT 2022 Shared Task on Chat Translation (Farinha et al., 2022). This
dataset comprises original and complete bilingual conversations extracted from four distinct real
flows within Unbabel. Skilled translators from the Unbabel Community translated the original
exchanges between customers and agents into their respective target languages. Specifically, cus-
tomer utterances were consistently translated into English, while agent responses were rendered
from English into other languages. An excerpt an en↔pt-br conversation between a customer and
an agent can be seen in Table 6.

In total, the dataset encompasses over 40,000 segments extracted from more than 900 conversations
across three language pairs, encompassing six language translation directions: English-German,
English-French, and Portuguese-English (Brazil). Statistics about the Unbabel’s MAIA Dataset,
used for the WMT 2022 Chat Translation Shared task, are shown in Table 8.

In compliance with the General Data Protection Regulation (GDPR) and to facilitate public ac-
cess to the conversations, we anonymized them using a two-step process. Initially, we employed
Unbabel’s proprietary anonymization tool for automatic anonymization, followed by manual veri-
fication of the data. This process yielded 12 distinct anonymization categories, each represented
by a specific token, as detailed in Table 7.

5.2 Customer Service Assistant: Dialog Quality and Emotion Annotations

Building on top of the MAIA Dataset, we conducted comprehensive emotion and dialogue quality
annotations (Mendonça et al., 2023). Specifically, we annotated the dataset at various levels of
granularity. At the sentence level, we perform 8-class emotion (Neutral, Anger, Confusion, Anxi-
ety, Frustration, Empathy, Disappointment, Happiness) and local conversational quality annota-
tions (Correctness, Templated, Engagement). At the turn-level, conversational quality annotations
(IQ (Interaction Quality), Understanding, Sensibleness, Politeness), are provided. Finally, at the
dialogue level, annotations for task success are included (Dropped Convesations and Task Sucess).
A total of 612 dialogues amounting to over 24k sentences from en↔pt-br and en↔en language
pairs were annotated.

Statistical information concerning the dialogue quality annotations of the MAIA dataset can be
seen in Table 9 and emotion annotations distribution in Figure 4. Annotations are publicly avail-
able.

This dataset (Mendonça et al., 2023) was delivered on the context of MS9. It can be accessed at
GitHub.12

12http://github.com/johndmendonca/MAIA-DQE
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customer
source segment: Ola, tudo bem?
target segment: Hello! How are you?

customer
source segment: Alguns meses atras, precisei restaurar o aplicativo da #PRS ORG# para PC.
target segment: A few months ago, I needed to restore the #PRS ORG# PC App.

customer
source segment: Quando fiz isso, perdi todos os meus livros comprados.
target segment: When I did that, I lost all my purchased books.

customer
source segment: Gostaria de saber como recupera-los.
target segment: I would like to know how to recover them.

customer
source segment: Obrigada.
target segment: Thank you.

customer
source segment: Celular para contato: #PHONENUMBER#.
target segment: Mobile for contact: #PHONENUMBER#

agent
source segment: Thank you for the information.
target segment: Agradeço pela informação.

agent
source segment: I will be more than happy to assist you.
target segment: Terei todo o prazer em ajudar você.

agent
source segment: I see all your books are in the account linked to the #EMAIL#
target segment: Vejo que todos os seus livros estão na conta vinculada ao #EMAIL#

Table 6: Excerpt of a en↔pt-br conversation between a customer and an agent.

Token Description

#NAME# Person’s names
#PRS ORG# Products, Services,

and Organizations
#ADDRESS# Address
#EMAIL# E-mail address
#IP# IP Address
#PASSWORD# Password
#PHONENUMBER# Phone number
#CREDITCARD# Credit card number
#URL# URL Address
#IBAN# IBAN Address
#NUMBER# Any number (all digits)
#ALPHANUMERIC ID# Any alphanumeric ID

Table 7: Anonymization tokens and their description.

5.3 MULTI3NLU++: A Multilingual, Multi-Intent, Multi-Domain Dataset for Natural Lan-
guage Understanding in Task-Oriented Dialogue

Task-oriented dialogue (TOD) systems (Gupta et al., 2006; Young et al., 2013), in which con-
versational agents assist human users to achieve their specific goals, have been used to automate
telephone-based and online customer service tasks in a range of domains, including travel (Raux
et al., 2003, 2005), finance and banking (Altinok, 2018), and hotel booking (Li et al., 2019). ToD
systems are often implemented as a pipeline of dedicated modules (Raux et al., 2005; Young et al.,
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en↔de en↔fr en↔pt-br

source-
only

dev set

parallel
dev set

parallel
test set

source-
only

dev set

parallel
dev set

parallel
test set

source-
only

dev set

parallel
dev set

parallel
test set

Number of conversations 355 70 71 84 59 51 57 47 60
Number of total seg. 13,400 2,109 2,488 5,239 2,753 3,065 3,672 2,359 2,384
Number of agent seg. 6,389 1,006 1,113 3,305 1,750 1,937 2,007 1,353 1,381
Number of customer seg. 7,011 1,103 1,375 1,934 1,003 1,128 1,665 1,006 1,003

Table 8: Number of conversations and segments provided in the WMT 2022 Chat Translation Shared
Task.

Annotation Count

Correctness {0,1,2} 205 — 938 — 23,730
Templated {0,1} 18,174 — 6,602
Engagement {0,1} 315 — 23,712
Understanding {0,1} 136 — 9,470
Sensibleness {0,1} 127 — 9,478
Politeness {0,1} 345 — 9,390
IQ [1,5] 89 — 479 — 1,665 — 4,358 — 3,012
Dropped Conv. {0,1} 499 — 112
Task Success [1,5] 35 — 63 — 141 — 27 — 347

Table 9: Statistical information pertaining to the annotations of the MAIA dataset.

Emotions
Neutral (73.23%)
Anger (1.07%)
Confusion (4.46%)
Anxiety (6.94%)
Frustration (2.15%)
Empathy (6.90%)
Disappointment (2.67%)
Happiness (2.60%)

Figure 4: Emotion distribution of the MAIA dataset.

2013). Two prominent tasks in these pipelines 1) intent detection and 2) slot labelling.

Existing datasets for these tasks are 1) predominantly limited to detecting a single intent, 2) focused
on a single domain, and 3) include a small set of slot types (Larson and Leach, 2022; Casanueva
et al., 2022). Furthermore, the success of task-oriented dialogue is 4) often evaluated on a small
set of higher-resource languages (i.e., typically English) which does not test how generalisable
systems are to the diverse range of the world’s languages (Razumovskaia et al., 2022).

To address all of the limitations discussed above, we proposed Multi3NLU++, a multilingual,
multi-intent, multi-domain for training and evaluating TOD systems. Multi3NLU++ extends the
recent monolingual English-only dataset NLU++, which is a multi-intent, multi-domain dataset
for the Banking and Hotels domains. Multi3NLU++ adds the element of multilinguality and thus
enables simultaneous cross-domain and cross-lingual training and experimentation for TOD NLU
as its unique property.
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Intents: booking, make_open_apply_setup_get_activate

en: I'd very much like to book these 2 for tonight right now.

am:           እነዚህን 2 ክፍሎች ለዛሬ ማታ አሁኑኑ ማሲያዝ እፈልጋለው ።

mr: आता लगेचच आज रात्रीसाठी या २ मी बुक करू इि�छत आहे
tr: Bu 2'sini bu gece için şimdiden ayırtmayı çok istiyorum.

es:            Me gustaría mucho reservar estas dos para esta noche ahora mismo.         

 number          time_period      

Intents: balance, overdraft, how_much

en:         I spent $58 in overdraft. What is my current balance?

am:        ከሂሳቤ ላይ ማውጣት ከምችለው በላይ 58 ዶላር አውጥቻለሁ አሁን ያለኝ ቀሪ ሂሳብ ስንት ነው?

mr:        मी ओव्हरड्राफ्टमध्ये ५८ डॉलसर्च खचर्च केले. माझी सध्याची �शल्लक �कती आहे?

tr:        ek hesabımdan 58 dolar harcadım. Mevcut bakiyem ne?

es:         Gasté 58 dólares en descubierto. ¿Cuál es mi saldo actual?              
                                   amount_of_money

Figure 5: Examples from the Multi3NLU++ dataset for the Hotel and Banking domain demonstrating
the complex NLU tasks of multi-label intent detection and slot labelling across multiple lan-
guages. Intent labels consist of generic and domain-specific intents. The slot values per
example are highlighted in different colours with the slot labels beneath them. en: English,
am: Amharic, mr: Marathi, tr: Turkish, es: Spanish.

Multi3NLU++ includes expert manual translations of the 3,080 utterances in NLU++ to four lan-
guages of diverse typology and data availability: Spanish, Marathi, Turkish, and Amharic. The
selection of languages covers a range of language families and scripts and includes high, medium,
and low-resource languages. Capturing language diversity is particularly important if we wish to
design multilingual TOD systems that are robust to the variety of expressions used across lan-
guages to represent the same value or concept. We list an example from both the domains in
Figure 5. Note the variety of expressing the same intent and same slot across different languages.

Using Multi3NLU++ we demonstrated the challenges involved in extending existing state-of-the-
art Machine Translation systems and multilingual language models for NLU in TOD systems. We
experiment with various intent detection and slot-filling models and highlight that (i) there is a sig-
nificant drop in performance across all languages as compared to NLU++ with performance drops
increasing as we progress from high- to low-resource languages; (ii) zero-shot performance im-
proves when the source language has lower resources; (iii) cross-lingual transfer in intent detection
is dependent on matching the script of the source language and amount of data during pretraining
setup.

For more details, please refer to Moghe et al. (2023). Multi3NLU++ is publicly available on
Huggingface.13

6 Task T2.3: Data for minuting and summarisation

Proposal

“In this task, we will gather and extend meeting summarisation datasets with attribution and relev-
ant span annotations. The data targeted here is related to the meeting use case. We will first gather
existing meeting speech datasets such as: ICSI, NIST meeting pilot, and AMI. These corpora will

13https://huggingface.co/datasets/uoe-nlp/multi3-nlu
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provide a strong starting point to evaluate transcription and minuting on English, despite limita-
tions, such as the fact that they were collected in smart meeting environments with microphone
arrays whereas we target virtual meetings. We will also use data from a recent shared task on auto-
matic minuting, aimed at multi-party meetings. In addition, we will consider recent Europarl-ST
corpus that contains paired audio-text samples constructed using debates in the European Parlia-
ment. To our knowledge, none of the previously described corpora is annotated in term of paralin-
guistic features such as emotion. We thus plan to annotate a subset of them along this dimension
at least for evaluation of contextualisation and emotion tracking (see WP4).”

Work Completed

Since the proposal, we witnessed the release of novel LLMs able to perform minuting with an un-
precedented performance in long context mode over meeting transcripts. Due to this, the meeting
assistant use case changed focus from speech minuting to interactive use-tailored minuting from
meeting transcripts. We release an extension of the ELITR dataset for evaluating different chat
LLMs on this task (ELITR-Bench). Focusing on text summarization, we release a cross-lingual
headline summarization in 14 languages (PMIndiaSum).

6.1 ELITR-Bench Dataset

Context: Meeting assistant prototype

We built the first prototype of our UTTER meeting assistant. It is more precisely described in a
youtube video presentation.14 Our meeting assistant does not only provide an ASR transcript and
a summary of the meetings. It is a “smart assistant which attended the meeting on your behalf”.
Users can chat with it and seek information about a former meeting they attended long ago, or
about a meeting they did not attend to. This allows the user to efficiently seek information without
having to read the full transcriptions.

Our meeting assistant UI is based in streamlit15 and the assistant is powered by OpenAI LLMs for
the moment. In short our assistant has the following setup:

• A single instructed LLM with a long context of 16k tokens (gpt3.5-16k) is used to allow
processing transcripts of 1h long meetings;

• We sample LLM’s responses at unit temperature (temp parameter is set to 1.0) as a default
setting;

• A particular system prompting, presented in Figure 6, is used for our assistant (prompts
slightly differ depending on the style of the speech transcripts used).

Our augmented ELITR dataset (ELITR-Bench)

Our prototype was evaluated using several datasets including the already existing ELITR corpus
which contains anonymised transcripts for meetings that took place within an EU research pro-
14https://tinyurl.com/UTTER-Meeting-Assistant
15https://streamlit.io
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Figure 6: Prompts used for our assistant (prompts slightly differ depending on the style of the speech
transcripts used)

ject.16 For each meeting of this corpus, we prepared questions which can be answered from the
transcript, as well as their ground truth answer. Our questions are of different types: Who ques-
tions, What questions, When questions, and How many questions.

We also annotated if answer to question is in the Beginning (1st third), Middle (2nd third) or End
(3rd third) or on Several blocks of the meeting transcript - in order to see if we can confirm results
of the Lost in the middle paper from Liu et al. (2023).

Our starting point is the ELITR Minuting Corpus that consists of transcripts of meetings in Czech
and English, their manually created summaries (“minutes”) and manual alignments between the
two. We only used the English meetings which are in the computer science domain. Each transcript
has one or multiple corresponding minutes files. We worked with the official dev (10 meetings)
and test2 (8 meetings) sets of ELITR-English. As ELITR is open-source and anonymized we
augment it with interaction logs between a user and our meeting assistant prototype, and share it
on a GitHub repository.

We believe that such a dataset is interesting for open-ended evaluation of LLMs especially for
tasks that require long-form answers (such as general purpose or specialised assistants). Table 10
summarizes the statistics of the different Q&A made available in our augmented version of ELITR.

16https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-4692
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#meetings #questions #positions

dev 10 what 59 B 45
who 51 M 29
when 21 E 32
how many 10 S 35
all 141 141

test 8 what 57 B 43
who 45 M 34
when 20 E 22
how many 8 S 31
all 130 130

Table 10: Statistics of the augmented ELITR dataset - all questions and answers are annotated per
question type (What, Who, When, How many) and per answer position within the meeting
transcript (Begin, Middle, End or Several)

This dataset was delivered on the context of MS9. It can be accessed at GitHub.17

6.2 PMIndiaSum: Multilingual and Cross-lingual Headline Summarization for Languages
in India

In this work, we constructed a multilingual and massively parallel summarization corpus focused
on the languages spoken in India. We exploited our previous work (Haddow and Kirefu, 2020)
where we crawled the Prime Minister of India’s website to create a multi-parallel corpus cover-
ing 14 languages. PMIndiaSum converts this resource together with newly crawled data into a
massively cross-lingual summarization corpus by aligning article bodies with headlines in up to
14 languages. The resulting corpus has 76,680 monolingual document-summary pairs across 14
languages and 620,336 cross-lingual document-summary pairs for 182 summarization language
directions.

We also performed summarization experiments where we compared heuristic extractive baselines,
with summarize-and-translate, and fine-tuning of two state-of-the-art multilingual pre-trained mod-
els. We showed that summarize-and-translate performed slightly better across the whole corpus,
but that there is still significant room for improvement. The full details of the extraction process,
the corpus, and our summarization experiments are described in our paper (Urlana et al., 2023).

Our corpus (Urlana et al., 2023) is distributed via Hugging Face.18 Our processing scripts are
publicized on GitHub.19

17https://github.com/utter-project/UTTER-MS9-meetingdata
18https://huggingface.co/datasets/PMIndiaData/PMIndiaSum
19https://github.com/ashokurlana/PMIndiaSum
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7 Conclusion

In this report we detailed the many different data projects related to WP2, illustrating our progress
in all three tasks. For T2.1, we surveyed massive amounts of available data, collected two speech
datasets (SSL and ASR/ST/SLU), and three text datasets (MT and LID). For T2.2, we presented
two rich datasets for dialogue-related tasks, one of them including emotion labels. Finally, for T2.3,
we presented evaluation data for the meeting assistant use-case, and a summarization dataset.

In summary, during the first half of the UTTER project, we collected many relevant datasets that
allowed us to advance in our research. For both speech and text, we enriched the collection of
available resources to the consortium, increasing coverage for the UTTER languages, and cover-
ing both use-cases (meeting assistant and customer care assistant). These resources were already
explored by some works that will be presented in parallel deliverables, and they will continue to
be used throughout the project.
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IETF code Language Dataset # Hours

abk Abkhazian
CV 34.0
VL 10.0

afr Afrikaans
G-TTS 3.3

VL 100.0

amh Amharic VL 74.0

ara Arabic
CV 61.0
VL 53.6

asm Assamese
CV 1.0
VL 143.0

ast Asturian CV 0.01

aze Azerbaijani
CV 0.05
VL 55.6

bak Bashkir
CV 213.4
VL 54.7

bas Basaa CV 0.9

bel Belarusian
CV 1101.6
VL 126.4

ben Bengali
CV 33.2

G-TTS 2.0
VL 45.9

bod Tibetan VL 92.4

bos Bosnian VL 97.7

bre Breton
CV 4.4
VL 33.1

bul Bulgarian
CV 4.6
VL 47.7
VP 773.3

cat Catalan
CV 1638.7
VL 80.3

ceb Cebuano VL 3.9

ces Czech
CV 38.2
VL 62.4
VP 866.1

chv Chuvash CV 17.3

ckb Central Kurdish CV 90.5

cnh Hakha Chin CV 0.7

cym Welsh
CV 100.6
VL 65.6

dan Danish
CV 3.5
VL 25.0
VP 728.4

deu German

CV 1091.0
MLS 1966.5
VL 36.3
VP 274.8

div Maldivian CV 32.4

Table 11: List of included languages, with corresponding amount of speech data per dataset.
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IETF code Language Dataset # Hours

ell Greek
CV 13.0
VL 60.5
VP 573.2

eng English

CV 2213.9
MLS 44659.7
VL 43.5
VP 293.6

epo Esperanto
CV 1355.6
VL 8.9

est Estonian
CV 29.9
VL 34.7
VP 682.7

eus Basque
CV 79.0
VL 25.5

ewe Ewe B-TTS 76.6

fao Faroese VL 56.4

fas Persian
CV 312.4
VL 52.0

fil Tagalog VL 82.7

fin Finnish
CV 5.0
VL 29.5
VP 816.1

fra French

CV 836.0
MLS 1076.6
VL 63.2
VP 290.8

fry Frisian CV 41.2

gle Irish CV 3.2

glg Galician
CV 4.4
VL 66.0

glv Manx Gaelic VL 3.5

grn Guarani
CV 0.4
VL 1.0

guj Gujarati VL 39.5

hat Haitian Creole VL 86.3

hau Hausa
B-TTS 85.6

CV 2.3
VL 81.1

haw Hawaiian VL 5.4

heb Hebrew VL 89.7

hin Hindi
CV 5.0
VL 73.2

hrv Croatian
VL 109.4
VP 836.6

hsb Upper Sorbian CV 1.5

Table 12: List of included languages, with corresponding amount of speech data per dataset.
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IETF code Language Dataset # Hours

hun Hungarian
CV 9.5
VL 68.8
VP 851.0

hye Armenian
CV 1.0
VL 66.5

ibo Igbo CV 0.01

ina Interlingua
CV 8.3
VL 2.1

ind Indonesian
CV 20.6
VL 34.4

isl Icelandic
Samròmur 2088.3

VL 81.2

ita Italian

CV 271.9
MLS 247.4
VL 46.6
VP 613.8

jav Javanese
G-TTS 3.5

VL 24.4

jpn Japanese

CV 37.0
JVS 26.4

kokoro 60.0
VL 50.1

kab Kabyle CV 516.6

kan Kannada
IISc-MILE 273.8

VL 39.9

kat Georgian
CV 6.6
VL 93.4

kaz Kazakh
CV 0.6
VL 72.6

khm Khmer
G-TTS 4.0

VL 27.0

kin Kinyarwanda CV 1982.7

kir Kyrgyz CV 32.6

kmr Northern Kurdish CV 45.8

kor Korean
clovacall 38.1
kosp2e 190.9

VL 71.5

lao Lao VL 36.1

lat Latin VL 30.9

lav Latvian
CV 3.0
VL 37.0
VP 868.4

lin Lingala
B-TTS 54.0

VL 77.8

lit Lithuanian
CV 7.1
VL 78.4
VP 796.2

Table 13: List of included languages, with corresponding amount of speech data per dataset.
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IETF code Language Dataset # Hours

ltz Luxembourgish VL 71.8

lug Ganda CV 363.0

mal Malayalam
CV 0.5
VL 42.5

mar Marathi
CV 11.9
VL 74.7

mdf Moksha CV 0.2

mhr Eastern Mari CV 97.5

mkd Macedonian
CV 0.2
VL 103.9

mlg Malagasy VL 94.5

mlt Maltese
CV 3.9
VL 62.9
VP 818.1

mon Mongolian
CV 6.6
VL 65.9

mri Māori VL 20.5

mrj Western Mari CV 6.5

msa Malay VL 71.8

mya Burmese VL 31.5

myv Erzya CV 1.1

nan-tw Taiwanese Hokkien CV 0.7

nep Nepali
CV 0.01

G-TTS 2.8
VL 65.6

nld Dutch

CV 72.1
MLS 1554.2
VL 37.2
VP 277.0

nno Norwegian Nynorsk
CV 0.4
VL 43.3

nor Norwegian VL 98.2

oci Occitan VL 13.7

ori Odia CV 0.8

pan Punjabi
CV 1.0
VL 42.1

pol Polish

CV 129.4
MLS 103.6
VL 76.2
VP 841.9

por Portuguese

CV 102.3
MLS 161.0
VL 58.6
VP 851.6

pus Pashto VL 44.7

rm-sursilv Sursilvan CV 2.4

Table 14: List of included languages, with corresponding amount of speech data per dataset.
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IETF code Language Dataset # Hours

rm-vallader Vallader CV 1.2

ron Romanian
CV 8.5
VL 59.0
VP 834.8

rus Russian
CV 149.1
VL 67.5

sah Sakha CV 2.7

san Sanskrit VL 4.6

sat Santali CV 0.4

sco Scots VL 1.5

sin Sinhala VL 60.6

skr Saraiki CV 1.3

slk Slovak
CV 12.9
VL 36.6
VP 644.5

slv Slovenian
CV 7.6
VL 112.3
VP 832.1

sna Shona VL 21.5

snd Sindhi VL 48.2

som Somali VL 94.9

sot Southern Sotho G-TTS 3.2

spa Spanish

CV 380.7
MLS 917.7
VL 33.9
VP 301.5

sqi Albanian VL 67.2

srd Sardinian CV 0.7

srp Serbian
CV 0.8
VL 47.5

sun Sundanese
G-TTS 2.1

VL 43.6

swa Swahili
CV 304.2
VL 57.6

swe Swedish
CV 29.5
VL 31.3
VP 827.4

tam Tamil
CV 186.1

IISc-MILE 132.2
VL 44.1

tat Tatar
CV 20.3
VL 93.4

tel Telugu VL 64.3

tgk Tajik VL 60.5

tha Thai
CV 134.7
VL 50.8

Table 15: List of included languages, with corresponding amount of speech data per dataset.
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IETF code Language Dataset # Hours

tig Tigre CV 0.01

tpi Tok Pisin CV 3.3

tsn Tswana G-TTS 3.5

tuk Turkmen VL 81.8

tur Turkish
CV 59.3
MS 10.0
VL 54.5

tw-akuapem Akwapem Twi B-TTS 59.8

tw-asante Asante Twi B-TTS 56.8

uig Uyghur CV 94.9

uig Uyghur THUYG-20 20.7

ukr Ukrainian
CV 52.5
VL 49.7

urd Urdu
CV 38.8
VL 35.2

uzb Uzbek
CV 69.7
VL 42.2

vie Vietnamese
CV 3.8
VL 55.5

vot Votic CV 0.1

war Waray VL 3.9

xho Xhosa G-TTS 3.1

yid Yiddish VL 35.9

yor Yoruba
B-TTS 24.8

VL 66.0

yue Cantonese CV 15.6

zh-CN Chinese (PRC)

Aishell 151.1
Aishell-3 60.6

CV 104.6
THCHS-30 25.5

VL 40.9

zh-HK Chinese (Hong Kong) CV 89.5

zh-TW Chinese (Taiwan) CV 56.3

Total 90,429.5

Table 16: List of included languages, with corresponding amount of speech data per dataset.
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